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Abstract
Diffusion models have recently gained popularity for policy learning in robotics due to their ability
to capture high-dimensional and multimodal distributions. However, diffusion policies are inher-
ently stochastic and typically trained offline, limiting their ability to handle unseen and dynamic
conditions where novel constraints not represented in the training data must be satisfied. To over-
come this limitation, we propose diffusion predictive control with constraints (DPCC), an algorithm
for diffusion-based control with explicit state and action constraints that can deviate from those in
the training data. DPCC uses constraint tightening and incorporates model-based projections into
the denoising process of a trained trajectory diffusion model. This allows us to generate constraint-
satisfying, dynamically feasible, and goal-reaching trajectories for predictive control. We show
through simulations of a robot manipulator that DPCC outperforms existing methods in satisfying
novel test-time constraints while maintaining performance on the learned control task.
Keywords: Diffusion Policies, Imitation Learning, Predictive Control, Robotics

1. Introduction
Recent advances in using diffusion models (Sohl-Dickstein et al., 2015; Ho et al., 2020) for control
and robotics have demonstrated their potential in applications such as robot manipulation (Chi et al.,
2023) and locomotion (Huang et al., 2024). These works highlight how diffusion models excel at
learning policies directly from diverse demonstrations, capturing multimodal behavior, and handling
high-dimensional state and action spaces. However, as diffusion models are trained to generate
samples via an iterative stochastic denoising process, they are inherently unsuitable for handling
hard constraints, especially if these are not present in the training data. This limits their applicability
in controlling robots under changing operation conditions and in real-world dynamic environments
where novel and potentially time-varying constraints, such as avoiding obstacles, must be satisfied.

In contrast, the ability to modify a plan according to unforeseen circumstances is a hallmark of
model-based control and planning approaches, such as model predictive control (MPC) (Rawlings
et al., 2017). These methods leverage a model of the system dynamics to generate feasible trajecto-
ries that satisfy constraints despite external disturbances by incorporating feedback. However, MPC
requires a cost function, which is often difficult to formulate for complex robotics tasks.

These limitations motivate combining the expressiveness and flexibility of diffusion-based con-
trol policies with the ability of MPC to satisfy hard constraints. For diffusion models, constraints
can be taken into account during training (Bastek et al., 2024), at inference (Carvalho et al., 2023;
Christopher et al., 2024), or both (Ajay et al., 2023) (see Section 2 for a more detailed discussion).
In this work, we propose Diffusion Predictive Control with Constraints (DPCC), an algorithm that
extends diffusion policies to operate under unseen state and action constraints. DPCC achieves this
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by adopting a constraint-tightening mechanism and integrating repeated model-based projections
into the trajectory denoising process. At each timestep, DPCC generates a batch of predicted trajec-
tories that are dynamically feasible, constraint-satisfying, and perform the learned task, and applies
the first action from a selected trajectory. In summary, our main contributions are the following:
• We show that generating goal-reaching trajectories that are guaranteed to satisfy constraints can

be achieved by incorporating model-based projections into the backward diffusion process.
• We propose additional constraint tightening to account for model errors and a selection mecha-

nism for the trajectories generated by the diffusion model to improve task performance.
• We evaluate our approach in simulations of a robotic manipulator and demonstrate its superior

performance in satisfying novel constraints while still reliably solving the task.
These contributions collectively advance the state of the art in diffusion-based control policies,
enabling their deployment in safety-critical environments by satisfying novel constraints.

2. Related Work

Diffusion-Based Control: Diffusion models have recently been applied to various decision-making
tasks such as imitation learning (IL) (Pearce et al., 2023; Chi et al., 2023; Chen et al., 2023), offline
reinforcement learning (Janner et al., 2022; Ajay et al., 2023) and motion planning (Carvalho et al.,
2023; Power et al., 2023). While some works generate only one action per timestep (Pearce et al.,
2023; Reuss et al., 2023), most approaches adopt a receding horizon control strategy. This can be
done by directly predicting state-action trajectories, either using a single (Janner et al., 2022) or two
separate diffusion models (Zhou et al., 2024), or by predicting state (or high-level action) trajecto-
ries and using a separate controller to calculate the next action (Ajay et al., 2023; Chi et al., 2023).
In this regard, we conceptually follow Diffuser (Janner et al., 2022) as this approach allows us to
ensure that the generated trajectories are dynamically feasible.
Diffusion Models with Constraints: Many generative modeling tasks require generating samples
that are not only from the same distribution as the training data but also adhere to certain constraints.
If the constraints are always the same, a residual loss can be added to the training objective (Bastek
et al., 2024). A more flexible approach is to sample from a conditional distribution, where the con-
ditioning variable represents a parameterization of the constraints. Classifier-free guidance (Ho and
Salimans, 2022) trains additional diffusion models for each condition and can be used to encourage
satisfaction of constraints seen in the training data or novel combinations of those constraints (Ajay
et al., 2023), but requires more labeled data. It has also been proposed to formulate constraints
via cost functions and add their gradients to the backward diffusion process (Carvalho et al., 2023;
Kondo et al., 2024), which is conceptually similar to classifier guidance (Dhariwal and Nichol,
2021). However, training loss modification and model conditioning can only encourage but not
guarantee constraint satisfaction of the generated samples. Post-processing methods impose con-
straints on the generated samples by modifying them after the last denoising step, usually by solving
an optimization problem (Giannone et al., 2023; Power et al., 2023; Mazé and Ahmed, 2023). As
the optimization problem does not consider the unknown data likelihood, post-processing may re-
sult in samples that significantly deviate from the data distribution. To address this problem, the
integration of projections into the denoising process has recently been investigated. However, these
approaches either disregard the system dynamics and deviations between the learned and the actual
distribution (Römer et al., 2024), resulting in frequent constraint violations in closed-loop operation
or are too computationally expensive for sequential decision-making (Christopher et al., 2024).
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3. Problem Statement

We consider a dynamical system with state st ∈ S and action at ∈ A at timestep t that is governed
by the discrete-time dynamics

st+1 = f(st,at) +wt, (1)

where f is known, and wt is an unknown disturbance (or model mismatch) bounded by ∥wt∥2 ≤ γ
for all t. We aim to control the system (1) such that a goal g ∈ G is reached, which is indicated by
a binary indicator function ϕ : S × G → {0, 1}. For this, we assume the availability of a dataset

D =
{
τ
(n)
e =

(
s
(n)
0 ,a

(n)
0 , . . . , s

(n)
Tn

,a
(n)
Tn

, g(n)
)}N

n=1
(2)

containing N demonstrations of system (1) performing the desired task, i.e., ϕ
(
s
(n)
Tn

, g(n)
)
= 1 for

all n ∈ IN1 = {1, . . . , N}. The dataset has been collected by an unknown stochastic expert pol-
icy πe, i.e., at ∼ πe(·|st, g). We consider the demonstrations (2) to be diverse in the sense that they
contain multiple distinct ways to reach the goal (Jia et al., 2024; Urain et al., 2024). We aim to learn
a goal-conditioned stochastic control policy π from the data (2) via imitation learning. In addition,
our objective is to satisfy novel and potentially time-varying state and action constraints

st ∈ St ⊆ S, at ∈ At ⊆ A, ∀t, (3)

at test-time, where we assume the sets St andAt to be closed for all t. We refer to the constraints (3)
as novel because we do not assume that they are satisfied by some or all of the demonstrations in the
training dataset (2). Such novel constraints can arise, for example, when deploying a learned robot
policy in an environment with moving obstacles or when system specifications, such as torque or
velocity limits, are different at test-time than during data collection.

Problem 1 Given a diverse demonstration dataset (2), how can we obtain a policy π that can
control the system (1) to reach a desired goal and satisfy the constraints (3)?

4. Background on Trajectory Diffusion

Diffusion models are generative models for learning an unknown target distribution q from sam-
ples τ 0 ∼ q(·), which we consider to be trajectories τ 0 = (s0:T ,a0:T ) of system (1). The main
idea is to gradually transform the data into noise and learn a reverse process to reconstruct the data
from pure noise (Sohl-Dickstein et al., 2015). Denoising diffusion probabilistic models (DDPM)
(Ho et al., 2020) introduce latent variables τ 1, . . . , τK and construct a forward diffusion process

q
(
τ k|τ k−1, k

)
= N

(√
1− βkτ

k−1, βkI
)
, (4)

where k = 1, . . . ,K is the diffusion time step and the values β1:k ∈ (0, 1)k are determined by a
noise schedule. Since the transition dynamics (4) are Gaussian, we can compute marginals in closed
form as q

(
τ k|τ 0, k

)
= N

(√
ᾱkτ

0, (1− ᾱk)I
)
, where αk = 1− βk, ᾱk =

∏k
i=1 αk. The noise

schedule and the number of diffusion steps K are chosen such that q
(
τK |τ 0,K

)
≈ N (0, I), i.e.,

the forward process gradually transforms the trajectories data into Gaussian noise. This process is
reversed by the learnable backward diffusion (or denoising) process

pθ
(
τ k−1|τ k, k

)
= N

(
µθ

(
τ k, k

)
,Σθ

(
τ k, k

))
, p

(
τK

)
= N (0, I), (5)
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where µθ and Σθ can be parameterized by neural networks. The training objective is to match the
joint distributions in the forward and backward process, i.e., q

(
τ 0:K

)
= q

(
τ 0

)∏K
k=1 q

(
τ k|τ k−1, k

)
and pθ

(
τ 0:K

)
= p

(
τK

)∏K
k=1 pθ

(
τ k−1|τ k, k

)
, by maximizing the evidence-lower bound (ELBO)

(Ho et al., 2020). The variance is often set to Σθ

(
τ k, k

)
= σ2

kI , where σ2
k = βk

1−ᾱk−1

1−ᾱk
, and the

mean µθ is learned indirectly by learning to predict the noise added to τ 0 ∼ q(·) via the sur-
rogate loss function L(θ) = Ek∼Unif(1,K),τ0∼q(·),ϵ∼N (0,I)

[∥∥ϵ− ϵθ
(√

ᾱkτ
0 +
√
1− ᾱkϵ, k

)∥∥
2

]
,

where ϵθ
(
τ k, k

)
=

√
1−ᾱk
βk

(
τ k −√αkµθ

(
τ k, k

))
. After training with this loss, we can gener-

ate trajectories from the learned distribution τ 0 ∼ pθ(·) by iterating through the backward diffusion
process (5). It is also possible to learn and sample from a conditional distribution τ 0 ∼ pθ(·|c),
where c is some context, via methods such as inpainting (Sohl-Dickstein et al., 2015), classifier
guidance (Dhariwal and Nichol, 2021) or classifier-free guidance (Ho and Salimans, 2022).

5. Methodology

In this section, we present the DPCC algorithm. We explain the use of diffusion models for receding
horizon control and show how to incorporate novel constraints in the backward diffusion process
via model-based projections. Lastly, we account for model errors using constraint tightening and
introduce two trajectory selection criteria. The DPCC method is summarized in Algorithm 1.

5.1. Diffusion-Based Receding Horizon Control

We address the problem of learning a control policy from an offline dataset (2) via conditional
generative modeling (Janner et al., 2022; Ajay et al., 2023). For this, we consider state-action
trajectories τ = (st:t+H ,at:t+H) of horizon length H + 1 of system (1). The expert policy πe
induces a conditional trajectory distribution q(τ |c), where c = (st, g), which is generally unknown.
Utilizing the samples from q(τ |c) in (2), we train a diffusion model to learn a trajectory distribution

pθ(τ |c) ≈ q(τ |c), (6)

as described in Section 4, where the learned backward diffusion process is given by

pθ
(
τ k−1|τ k, k, c

)
= N

(
µθ

(
τ k, k, c

)
, σ2

kI
)
, p

(
τK

)
= N (0, I). (7)

As the learned distribution (6) implicitly encodes information about the dynamics (1) and how to
solve the task, we can use it for receding horizon control: At time t, given the current state st and
the goal g, we sample a future trajectory τt:t+H|t = (st:t+H|t,at:t+H|t) from (6) and apply the first
action at|t. Here at+i|t denotes the action prediction for time t+i generated at time t (Borrelli et al.,
2017). This process is repeated until the goal is reached, i.e., ϕ(st, g) = 1. A major limitation of
this approach is that it cannot take into account constraints of the form (3). In the following, we will
therefore discuss how to incorporate such constraints into diffusion-based receding-horizon control.

5.2. Constraint- and Model-Based Trajectory Diffusion

Diffusion predictive control as discussed in Section 5.1 generates predicted trajectories from the
learned distribution (6). In that way, the approach implicitly encourages satisfaction of constraints

4
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Algorithm 1: DPCC: Diffusion Predictive Control with Constraints.

Input: Diffusion model ϵθ, goal g, dynamics f , state constraints S0,1,..., action constraints A0,1,....
Set t = 0.
Compute tightened state constraints S̃0,1,... via (17).
while goal g not reached do

Get current state st and set c = (st, g).
Sample a trajectory batch from noise: τK,1:B

t:t+H|t ∼ N (0, I).
for k = K, . . . , 1 do

Trajectory denoising step: τ̃ k−1,1:B
t:t+H|t ∼ N

(
µθ

(
τ k,1:B
t:t+H|t, k, c

)
, σ2

kI
)
.

Model-based projection into the feasible set: τ k−1,1:B
t:t+H|t = ΠZ̃f

(
τ̃ k−1,1:B
t:t+H|t

)
.

end
Select a trajectory τ ∗ = τ 0,i

t:t+H|t from τ 0,1:B
t:t+H|t via temporal consistency or projection costs (Section 5.4).

Apply the first action at|t in τ ∗.
Set t← t+ 1.

end

that were already present in the demonstration dataset (2), such as state and action bounds. How-
ever, the controlled system may still violate these constraints because the denoising process (7) is
stochastic and the true trajectory distribution can generally only be approximated. Moreover, our
main goal is to satisfy novel constraints of the form (3). As a first step, we need to ensure that these
constraints are satisfied by the open-loop trajectories τt:t+H|t predicted at timestep t, i.e.,

τt:t+H|t ∈ Z =
{
τ = (st:t+H ,at:t+H)| st′ ∈ St′ ,at′ ∈ At′ , ∀t′ ∈ IHt

}
. (8)

One way to enforce (8) is to perform a projection of the denoised trajectory τ 0 = τt:t+H|t into the
setZ as ΠZ

(
τ 0

)
= argminτ̃∈Z

∥∥τ 0 − τ̃
∥∥
2
. However, since this projection only takes into account

the state and action constraints (3), using the projected trajectory for receding-horizon control has
two drawbacks: The resulting trajectory may not be dynamically feasible anymore, and it may not
be suitable for achieving the goal g. We can mitigate the first problem by taking into account the
dynamics (1) and applying a model-based constraint set projection to τ 0, which is defined by

ΠZf

(
τ
)
= argmin

τ̃=(st:t+H|t,at:t+H|t)∈Z
∥τ − τ̃∥22 (9a)

s.t. st′+1|t = f
(
st′|t,at′|t

)
, ∀t′ ∈ IHt , (9b)

where Zf =
{
τ = (st:t+H ,at:t+H)| τ ∈ Z, st+1 = f(st,at), ∀t ∈ IHt

}
is assumed to be non-

empty, and the projection cost is denoted by cZf
(τ ) = ∥τ −ΠZf

(τ )∥22. Since the projection is
goal-independent, it may render the trajectory less useful for completing the task. As the training
dataset (2) consists of dynamically feasible and goal-reaching trajectories, these two properties are
implicitly encoded in the learned trajectory distribution (6), which is defined by the backward pro-
cess (7). Thus, we aim to modify (7) only as much as necessary to guarantee constraint satisfaction.

We approach this problem via control as inference (Toussaint, 2009) and introduce a binary
variable O ∈ {0, 1} that is related to the feasibility of a trajectory τ , i.e., whether τ ∈ Zf . We can
then formulate our objective as sampling trajectories from the conditional distribution

pθ(τ |O = 1) ∝ pθ(τ )p(O = 1|τ ) (10)

5
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instead of the original learned distribution (6), where we have omitted the conditioning on the
context c for brevity. If the likelihood p(O|τ ) is defined as

p(O = 1|τ ) =

{
1, if τ ∈ Zf

0, otherwise,
(11)

sampling from (10) is guaranteed to yield feasible trajectories. In principle, this could be performed
through rejection sampling from the learned distribution (6), but this becomes too computationally
inefficient if samples τ ∼ pθ(·) are unlikely to lie within Zf . Instead, we can sample from (10)
more efficiently if the likelihood p(O|τ ) takes a different form than (11).

Theorem 1 Let Zf be a closed convex set, σk > 0, ∀k ∈ IK1 , and let the feasibility likelihood

be defined by p
(
O = 1|τ , k

)
∝ exp

(
− 1

2σ2
k
d
(
τ ,Zf

)2), where d(τ ,Zf ) = minτ̃∈Zf
∥τ̃ − τ∥2 is

the distancee between τ and Zf . Then, we can approximately sample from (10) via the modified
denoising process

pθ
(
τ k−1|τ k, k,O = 1

)
≈ N

(
ΠZf

(
µk
θ

)
, σ2

kI
)
, p

(
τK ,O

)
= N (0, I), (12)

where the learned mean µk
θ = µθ

(
τ k, k

)
is similar to (7), and ΠZf

is defined in (9).

Proof Incorporating the conditioning on O into the Markovian backward diffusion process gives

pθ
(
τ k−1|τ k,O, k

)
∝ pθ

(
τ k−1|τ k, k

)
p
(
O|τ k−1, k

)
, (13)

where pθ
(
τ k−1|τ k, k

)
= N

(
µk
θ, σ

2
kI

)
. As the likelihood p(O|τ , k) is smooth with respect to τ

by definition, its logarithm at τ = τ k−1 can be approximated using a first-order Taylor expan-
sion around µk

θ, which gives log p(O|τ k−1, k) ≈ log p
(
O|µk

θ, k
)
+
(
τ k−1 − µk

θ

)T
v(O), where

v(O) = ∇τ log p(O|τ , k)|τ=µk
θ
. This approximation allows us to rewrite (13) as

pθ
(
τ k−1|τ k, k,O

)
≈ N

(
µk
θ + σ2

kv(O), σ2
kI

)
, (14)

as shown in the derivation of classifier guidance (Dhariwal and Nichol, 2021). Since Zf is closed
and convex by assumption, there exists a unique projection z = ΠZf

(
µk
θ

)
for each µk

θ; see (Bazaraa
et al., 2006), Theorem 2.4.1. Thus, we can write v(O = 1) as

v(O = 1) = − 1

σ2
k

d
(
µk
θ,Zf

)
∇τd(τ ,Zf )|τ=µk

θ
=

1

σ2
k

(
z − µk

θ

)
. (15)

Inserting (15) into (14) and replacing z by ΠZf

(
µk
θ

)
yields (14), which concludes the proof.

With the likelihood definition in in Theorem 1, p(O = 1|τ , k) > 0 for τ /∈ Zf . Consequently,
sampling from (10) via (14) is not guaranteed to yield samples τ 0 = τt:t+H|t ∈ Zf , i.e., predicted
trajectories satisfying the hard constraints (3). Moreover, Theorem 1 only holds ifZf is convex, i.e.,
if the constraint sets in (3) are convex and the dynamics (1) are linear, which is often not the case in
robotics. Nonetheless, Theorem 1 provides theoretical justification to address constraint satisfaction
via iterative projections in the denoising process. We slightly modify (14) and apply the projection
after adding the noise to ensure that τ 0 ∈ Zf . This yields the constraint-informed denoising step

τ k−1 = ΠZf

(
µθ

(
τ k, k, c

)
+ σkϵk

)
, ϵk ∼ N (0, I), (16)

which we use to enforce constraint satisfaction with DPCC, where have included the context c
again. In this way, we sample from a new distribution, which we denote by τ 0 ∼ pθ(·|c,Zf ).

6
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5.3. Constraint Tightening

The dynamics model f used in the projection (9) is only an approximation of the true system (1),
which is subject to a model mismatch wt. Hence, feasibility of the predicted trajectory, i.e.,
τt:t+H|t ∈ Zf , does not guarantee that the actual future states st+1, st+2, . . . will satisfy the con-
straints (3). We take this into account by tightening the constraints for the predicted states.

Theorem 2 Let s0 ∈ S0, g ∈ G, Bγ denote the ℓ2-norm ball of radius γ and ⊖ the Minkowski set
difference, and define the tightened constraint sets for all t as

S̃t+1 = St+1 ⊖ Bγ . (17)

Then, if at each timestep t = 0, 1, . . . , we sample τt:t+H|t = (st:t+H|t,at:t+H|t) ∼ pθ
(
· |c, Z̃f

)
,

where Z̃f =
{
τ = (st:t+H ,at:t+H)| st′ ∈ S̃t′ ,at′ ∈ At′ , ∀t′ ∈ IHt

}
, and apply the action at|t to

system (1), all future states satisfy the constraints (3), i.e., st ∈ St, ∀t ∈ {1, 2, . . . }.

Proof Let st ∈ St. Due to the definition of pθ
(
τ |c, Z̃f

)
via (16), sampling τt:t+H|t ∼ pθ

(
τ |c, Z̃f

)
implies τt:t+H|t ∈ Z̃f . Consequently, the predicted next state satisfies both st+1|t ∈ S̃t+1 and
f(st,at|t) = st+1|t. Inserting the latter into the dynamics (1) gives st+1 = f(st,at|t) + wt =
st+1|t + wt. The model mismatch is bounded by ∥wt∥2 ≤ γ by assumption, so we can write
st+1 ∈ S̃t+1 ⊕ Bγ = (St+1 ⊖ Bγ)⊕ Bγ ⊆ St+1. As s0 ∈ S0, the result follows by induction.

5.4. Trajectory Selection

By using a generative diffusion model for predictive control, we can generate not just one trajec-
tory at teach timestep, but a batch of B candidate trajectories denoted by τ 0,1:B

t:t+H|t. Many existing
works (Chi et al., 2023; Ajay et al., 2023) apply the actions from a trajectory randomly selected
from the batch. However, this does not take into account that the candidate trajectories may be
diverse and not equally well suited for the task. To improve control performance, we propose two
different criteria for selecting a trajectory τ

0,i(t)
t:t+H|t from the sampled batch:

• Temporal Consistency (DPCC-T): Frequent replanning using a multimodal trajectory distri-
bution can result in alternating between different behavior modes, which may impact task per-
formance. We can avoid this by selecting the trajectory deviating the least from the previous
timestep via i(t) = argminj

∥∥τ 0,j
t:t+H−1|t − τ

0,i(t−1)
t:t+H−1|t−1

∥∥
2
.

• Cumulative Projection Cost (DPCC-C): We aim to preserve as much information as possible
from the learned trajectory distribution (6) despite the modifications to the denoising process (7).
This motivates selecting the trajectory that has been modified the least by the projection operation
in (16) during the whole denoising process, i.e., i(t) = argminj

∑K
k=1 cZf

(
τ̃ k−1,j
t:t+H|t

)
, where

·̃ denotes the trajectories before applying the projection; see Algorithm 1.

6. Evaluation and Discussion

Our simulation experiments primarily aim at answering the following questions:
• Q1: Can our proposed DPCC algorithm satisfy novel constraints and still solve the learned task?
• Q2: How does the proposed constraint-informed trajectory denoising method (16) perform com-

pared to existing approaches for incorporating constraints into diffusion models?
• Q3: How important is the accuracy of the dynamics model used in the projections (9)?

7
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Figure 1: Experiments: (a) Simulation environment, where the objective is to reach the green line with the end-effector
without collisions. (b) Multimodal trajectory distribution in the training dataset. (c) Novel test-time constraints (blue).

6.1. Setup

We conduct our experiments1 in the Avoiding simulation environment (Jia et al., 2024) shown
in Fig. 1 (a). The task is for a robot manipulator to reach a line (green) with its end-effector without
colliding with one of the six obstacles (red). The state st ∈ R4 consists of the current and desired
end-effector positions in the 2D plane, and the action at ∈ R2 contains the desired Cartesian veloc-
ities, which are sent to a low-level controller. The training data set D contains 96 demonstrations, 4
for each of the 24 different ways of navigating around the six obstacles, resulting in a highly mul-
timodal expert trajectory distribution; see Fig. 1 (b). We consider different formulations of novel
state constraints, which are defined by circular and halfspace areas that the end-effector must not
enter, as shown in Fig. 1 (c). The action constraints are defined as At = A, where A is the smallest
bounding box containing all actions from the demonstration dataset (2). We do not assume knowl-
edge of the dynamics of the low-level controller. Instead, we approximate the system dynamics (1)
by a simple Euler integration, i.e., st+1 = st +

[
aT
t , a

T
t

]T
ts +wt, where ts is the sampling time,

and the model mismatch wt accounts for the low-level controller and the numerical error of the
Euler integration. The maximum episode length is 300 timesteps. We estimate the upper bound γ
on the model mismatch based on 100 policy rollouts without constraints.

We use a temporal U-Net (Janner et al., 2022) as the diffusion model backbone ϵθ, employ the
cosine noise schedule (Nichol and Dhariwal, 2021) with K = 20 diffusion steps, and condition on
the current state using inpainting. At each timestep, we sample a batch of B = 4 trajectories with
horizon length H + 1 = 8. The state constraints render the feasible sets Z̃f non-convex, and solve
the resulting nonlinear optimization problems in the projections (9) using an SLSQP solver (Virta-
nen et al., 2020; Kraft, 1994). Computing an action with DPCC takes about 80ms on a workstation
with 64 GB RAM, an NVIDIA Geforce RTX 4090 GPU, and an Intel Core i7-12800HX CPU.

We compare DPCC against three baselines for satisfying constraints with diffusion policies:
• Guidance: The constraints are parameterized via cost functions, and their gradients are used to

guide the denoising process towards the feasible set (Carvalho et al., 2023; Kondo et al., 2024).
We conduct an ablation study to determine suitable weights for the gradient terms.

• Post-Processing: The trajectories are projected into the set Zf only after the last denoising
iteration (Giannone et al., 2023; Power et al., 2023).

• Model-Free: The projection only takes into account the constraints (3), but not the system dy-
namics (Römer et al., 2024).

None of these prior works use constraint tightening, but we evaluate their performance with and
without our constraint tightening method to ensure the comparison is fair.

1. Our code is available at github.com/ralfroemer99/dpcc.
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Figure 2: Impact of our constraint tightening method and the trajectory selection criterion (DPCC-R: random, DPCC-T:
temporal consistency, DPCC-C: cumulative projection cost) on the success rates and the number of timesteps needed.
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Figure 3: End-effector trajectories with DPCC for different trajectory selection criteria and five training seeds, which are
indicated by the trajectories’ colors. We obtain the smoothest behavior and shortest time to reach the goal using DPCC-T.

We use four evaluation metrics: The number of timesteps to reach the goal, the success rates
of 1) reaching the goal and 2) satisfying the constraints and reaching the goal, and the number of
timesteps in which the constraints are violated. All results are averaged over five training seeds and
ten test seeds for each constraint set formulation.

6.2. Results

To answer Q1, we conduct an ablation study with regard to two key components of DPCC: The
constraint-tightening method (Section 5.3) and the trajectory selection mechanism (Section 5.4). For
the latter, we also compare against selecting randomly, referred to as DPCC-R. The results, includ-
ing standard deviations, are shown in Fig. 2. Projecting onto the non-tightened state constraints St
only results in constraint satisfaction success rates below 50%. By utilizing our constraint-tightening
approach, we achieve close to 100% success rate for all three trajectory selection criteria. The main
performance difference between the selection criteria is the number of time steps needed to reach
the goal, which is higher for DPCC-R than for DPCC-T and DPCC-C. One reason for this is that
DPCC-T and, to a lesser extent, DPCC-C result in more temporally consistent closed-loop behavior,
as shown in Fig. 3. These results show the potential of exploiting the fact that diffusion models can
generate multiple trajectories at each timestep without increased computation.
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Constraint tightening Timesteps Goal Constraints & goal # Constraint violations
Diffuser - 76.7±12.7 1.00 0.07 17.8±12.1

Guidance no 74.5±11.8 0.99 0.09 17.3±12.6

yes 75.6±12.4 0.96 0.13 17.4±14.2

Post-Processing no 84.5±21.5 0.95 0.32 8.2±13.9

yes 79.1±13.9 1.00 0.96 0.1±0.5

Model-Free no 76.7±12.4 0.99 0.07 17.8±12.4

yes 76.1±12.1 0.99 0.07 18.0±12.0

DPCC-C (ours) no 76.1±21.5 0.96 0.49 6.0±11.5

yes 69.0±12.9 1.00 0.98 0.0±0.3

Table 1: Comparison of DPCC against other approaches for diffusion-based receding-horizon control with constraints.

t̂s/ts Timesteps Goal Constraints & goal # Constraint violations
0.25 85.7±16.4 1.00 0.86 0.3±0.8

0.5 73.1±9.8 1.00 0.99 0.0±0.3

1 (perfect) 69.0±12.9 1.00 0.98 0.0±0.3

2 76.6±14.8 0.99 0.95 0.3±2.1

4 152.0±26.3 0.88 0.77 0.6±1.8

Table 2: Impact of the model mismatch between the dynamics used in the constraint set projection (9), which assume a
sampling time t̂s, and the true dynamics with sampling time ts, for DPCC-C.

We report the results of our baseline comparison (Q2) in Table 1 and also include Diffuser (Jan-
ner et al., 2022), which does not take into account constraints at all. DPCC-C has the highest success
rate and the smallest number of constraint violations and, on average, reaches the goal significantly
faster than all other methods. This highlights that DPCC retains very good task performance by
sampling approximately from the conditional distribution (10), which encodes both the learned
goal-reaching behavior and constraint satisfaction. We find that for cost guidance, the trajectory is
often either not pushed out of the unfeasible region completely, resulting in poor constraint perfor-
mance, or pushed far away from the boundary of the feasible set, such that reaching the goal requires
more timesteps. The model-free projections perform poorly in our experiments. This shows that
although the learned distribution (6) contains information about the dynamics, the learned mean µθ

cannot restore a denoised trajectory’s dynamic feasibility if it is destroyed by iterative model-free
projections, resulting in a trajectory that the system cannot follow. Post-Processing performs better
than the other baselines but also needs significantly more timesteps than DPCC-C.

We have seen that neglecting the dynamics completely in the projections results in poor con-
straint satisfaction. To better understand the impact of the dynamics model used in (9) (Q3), we
consider a mismatch between the assumed sampling time t̂s and its true value ts. The results pro-
vided in Table 2 demonstrate that even with a significant deviation by a factor of 4, the constraints
can be satisfied in most cases. This shows that the iterative constraint set projections yield much
better results with even a very inaccurate dynamics model than when using no model at all.

7. Conclusion

DPCC combines the expressivity of diffusion models for offline policy learning with the ability of
predictive control to satisfy constraints online in closed-loop operation. We show that incorporating
model-based projections into the trajectory denoising process allows us to sample future trajectories
that are constraint-satisfying, dynamically feasible, and suitable for solving the learned task. Our
experiments do not consider time-varying constraints, but DPCC can handle them directly without
modifications. In future work, we aim to include additional notions of safety, such as stability.
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Appendix A. Training Details

Our training hyperparameters are provided in Table 3. We use the cosine learning rate scheduler (von
Platen et al., 2024) with 103 warmup steps. We split the dataset into 90% training and 10% valida-
tion data and use the model that performs best on the validation data for testing. Training a single
trajectory diffusion model takes about 30 minutes on a workstation with 64 GB RAM, an NVIDIA
Geforce RTX 4090 GPU, and an Intel Core i7-12800HX CPU.

Hyperparameter Value
Optimizer Adam (Kingma and Ba, 2014)
Batch size 8

Diffusion steps K 20
Learning rate 1× 10−4

Training steps 105

Epochs 100

Table 3: Hyperparameters for training the trajectory diffusion model.

Appendix B. Testing Details

The (tightened) novel state constraints visualized in Fig. 1 (c) are satisfied by 10.4% (1.0%), 4.2%
(0%) and 7.3% (2.1%) of the demonstrations shown in Fig. 1 (b), respectively. Therefore, we cannot
use rejection sampling from the learned distribution to obtain constraint-satisfying trajectories. The
state constraint sets can be formulated as

St =
{
st ∈ S|Ast ≤ b, ∥st − p∥22 ≥ r2

}
, ∀t.

We assume that the actual and desired position evolve via the Euler integration

st+1 = st +

[
at

at

]
ts +wt,

which results in additional linear equality constraints on the trajectories. As St is non-convex, com-
puting the trajectory projection into the set Z̃f requires solving a non-convex quadratic optimization
problem. For this, we use a nonlinear SLSQP solver (Virtanen et al., 2020; Kraft, 1994). Because
the trajectories generated by the diffusion model are normalized, we normalize the constraint sets as
well to compute the projections more efficiently without un-normalizing the trajectories. For this,
we use the fact that limit normalization via

sn = 2
s− s

s̄− s
− 1,

where sn is the normalized state, and s̄ and s are the upper and lower limit of the states in the
training dataset, respectively, is an affine transformation.
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