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Abstract— Diffusion models have revolutionized imitation
learning, allowing robots to replicate complex behaviours.
However, diffusion often relies on cameras and other extero-
ceptive sensors to observe the environment and lacks long-term
memory. In space, military, and underwater applications, robots
must be highly robust to failures in exteroceptive sensors, oper-
ating using only proprioceptive information. In this paper, we
propose ProDapt, a method of incorporating long-term memory
of previous contacts between the robot and the environment in
the diffusion process, allowing it to complete tasks using only
proprioceptive data. This is achieved by identifying ‘‘keypoints”,
essential past observations maintained as inputs to the policy.
We test our approach using a UR10e robotic arm in both
simulation and real experiments and demonstrate the necessity
of this long-term memory for task completion.

I. INTRODUCTION

Imitation learning aims to learn a control policy directly
from observing others perform a task. However, imitation
learning faces many challenges, including high-dimensional
observation and action spaces, multi-modality, and strong
temporal correlation. These challenges have limited the per-
formance of imitation learning on complex and precise tasks.

Diffusion has been successfully applied to imitation learn-
ing [1], [2]. Diffusion [3] is a machine learning framework
that generates samples of an unknown distribution, trained
using samples from the distribution. The generative process
is modelled as an iterative denoising process. Diffusion’s
success is due to its high expressivity, ability to tackle high-
dimensional spaces, and stable training.

Diffusion has been applied to robotics by generating action
sequences given past observations [1], [2]. It has been applied
to manipulation [1], soft robots [4], and locomotion [5].
However, existing approaches rely on visual information
or task-specific state estimation [6]. Operating with only
proprioceptive sensors is necessary for tasks with adverse
conditions which may compromise exteroceptive sensors,
such as space applications, or situations in which exte-
roceptive sensors are unable to perceive the environment
effectively, such as space and underwater applications where
mud and dust often occlude cameras [7], [8].

Contributions: We propose a method of incorporating
long-term memory into learning-based controllers. Past ob-
servations essential for reasoning about the present task are
maintained as “keypoints*“and are applied to the controller as
inputs. In the case of proprioception, previous contacts with
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Fig. 1: Our proposed approach with the novel components in
red. The proprioceptive sensor measurements y, are provided
to the keypoint manager, which determines if the robot has
contacted an obstacle and whether that contact is unique. If
s0, that contact is saved as a keypoint. During inference, the
diffusion model is conditioned on the most useful keypoints
and previous observations and outputs the next actions.

obstacles are recorded and included in the conditioning of a
diffusion model to allow for operation without exteroceptive
data (see Fig. 1). Our code and results are available at
https://tinyurl.com/prodapt-code, and a video of our experi-
ments is available at https://tinyurl.com/prodapt-video.

II. RELATED WORK
A. Diffusion

Diffusion models complex systems and generates high-
quality data samples by transforming a simple distribution
(usually the standard Gaussian distribution) into a target dis-
tribution (such as a distribution of real-world images) through
a series of gradual steps [3]. Diffusion boasts stable training
and high expressivity, multi-modality, and interpretability.

During training, the forward diffusion process progres-
sively adds noise to real data. This process transforms a real
data sample into a sample from a simple, known distribution:

X0 o x! 5 x? . x N (1)

where x° is the original data sample, x’ is x° corrupted by

noise ¢ times, Ngif is the number of diffusion steps, and x Vit
is a sample from the standard Gaussian distribution.

The reverse process gradually denoises the noisy samples
to recover the original data. A neural network parameterizes
the denoising operation:
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steps, and %" is the recovered data sample.
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Diffusion has demonstrated state-of-the-art image [3] and
video generation [9]. In [2], diffusion was extended to robot
control by viewing a matrix of past observations and actions
as a distribution, generating matrices of future observations
and actions. This approach can incorporate reward-shaping,
varying-length trajectories, and constraints. In [1], the perfor-
mance of diffusion models was improved by conditioning on
observations rather than predicting actions and observations
jointly, as well as a receding-horizon approach for real-time
control. Many other extensions of diffusion for control have
been published, including using 3D point clouds [6] and
semantic understanding [10].

B. Proprioceptive Planning

A standard approach to mapping areas with robots be-
fore the widespread use of cameras or LiDAR was wall-
following [11], which is still an active area of research [12].
Wall-following has been extended to blind road follow-
ing [13] and wire following [14]. However, wall-following is
a suboptimal approach to blind navigation [15]. Extreme fault
tolerance [7], [8], [16] ensures robot safety and operability
when exteroceptive sensors fail. These approaches rely on
redundant proprioception-only navigation loops. However,
there is relatively little research in full motion planning for
blind robots, which is the target of this paper.

In this work, we aim towards navigation of cluttered
environments relying on proprioceptive sensors. In [11], a
tactile navigation algorithm leverages pre-designed action
macros, Gaussian mixture models to classify features, and
explicit mapping to navigate a simulated indoor space. In
comparison, [15] demonstrated that blind agents using a
long short-term memory (LSTM) recurrent neural network
controller with no explicit mapping can outperform other
blind navigation agents, performing similarly to agents with
exteroception. Our approach is conceptually similar to [15]
using only a diffusion model to complete the entire naviga-
tion stack, allowing for generalizable task completion. This
is done by leveraging the expressivity of diffusion to learn
the appropriate reactions to past and present collisions during
task execution and maintaining a memory of past contacts.

C. Long-Term Memory in Machine Learning

Several machine learning approaches incorporate long-
term memory. Recurrent architectures like long short-term
memory [17] and gated recurrent units (GRU) [18] were
foundational but struggle with long-range dependencies due
to vanishing gradients [19], [20]. Transformers [19], par-
ticularly architectures like RetNet [21] and RWKV [22],
improve memory efficiency by introducing structured recur-
rence within the self-attention framework, allowing them
to handle long-term dependencies effectively. More recent
approaches, such as Mamba [23], leverage structured state-
space models (SSMs) [24] to provide implicit long-term
memory through continuous state evolution, maintaining
computational efficiency while processing long sequences.
Existing generative models, including diffusion models, do
not retain long-term memory.

III. PROBLEM FORMULATION

We consider a discrete, time-invariant system given by
X1 = f(xp, ug), 3)

where x; € X represents the system state at time step k,
u; € U denotes the control input, and f encapsulates the
system dynamics and the environment.

We do not assume complete knowledge of the environ-
ment’s state. Instead, we consider an observation model
where at state X;; we get observation y, given by

Yi = h(xg), “4)

where h is represents the sensors. This paper considers only
proprioceptive sensing, so reconstructing the environment
from the latest observation y,, is not possible.

The diffusion controllers considered in this paper are based
upon the architecture proposed in [1], which uses receding
control. Consider three horizons: the prediction horizon H,,
the observation horizon H,, and the action horizon H,. At
a given time step k, the diffusion controller takes in H,
previous observations and outputs the next [, actions:

Ugkt+H,—1 = W(Yk_HOH:k) o)

where 7 is the diffusion controller, and p;. i =
[PisPit1; - P;] for any variable p. Of the [, actions gener-
ated by the diffusion model, only H, actions are applied to
the system before the next generation step. We recover the
standard control approach if H, and H, are set to 1. This
approach to receding horizon control allows for a tunable
number of past observations H, passed to the diffusion
model, trades off reactiveness with computation using H,,
and provides improved multi-modality and robustness to idle
actions using H,, and H, [1].

IV. METHOD
A. Motivating Example

The Artemis program is an international project dedicated
to establishing a permanent human base on the Moon, led
by NASA [25]. The lunar base will provide a jumping-
off point for further solar system exploration, including
eventual human operations on Mars. For the Artemis project
to succeed, it is vital to develop robots to assist in various
tasks, notably construction and maintenance of the lunar
base [25]. NASA has announced that general-purpose robotic
manipulation is a critical technology that must be developed
for the project to succeed [26].

Autonomous construction on the lunar surface suffers from
several significant problems that may reduce the reliability of
cameras and other exteroceptive sensors. Firstly, space tech-
nology is expected to be highly robust to failure, up to and
including the complete failure of exteroceptive sensors [7],
[8]. Additionally, the lack of a lunar atmosphere and low
gravity on the Moon result in dust clouds when the surface
is disturbed, occluding cameras [7], [8]. Despite damage or
occlusion of exteroceptive sensors, the robot must be capable
of reliable and safe performance.



For this application and other similar applications, such
as the ocean where mud and sand can occlude the camera,
our motivating example is safely moving an object or end-
effector from a starting point to a goal area despite unknown
obstacles, without exteroceptive sensors.

B. Keypoints

Consider moving from a starting point to a goal point
with a single obstacle between the two points without
exteroceptive sensors. A naive approach that only takes in
the current observation (i.e., H, = 1) may fail at this task;
it will collide with the obstacle and move backwards, but
immediately “forget” it collided with an obstacle and move
forward, colliding again. This oscillation will continue until
the robot, due to chance or drift, passes the obstacle. Using
a longer observation horizon H, may improve performance
as the robot will “remember” the collision for H, time steps.
However, if it cannot pass the obstacle in H, time steps, it
will forget the obstacle, potentially leading the robot to be
similarly trapped. Additionally, increasing H, will incur a
higher computational cost, which is especially undesirable
in space applications with limited computational resources.

Long-term memory of the environment is necessary to
navigate around obstacles. A classical approach is to create
a map of the environment using the contact points. However,
mapping from sparse contact points of obstacles is compli-
cated and unnecessary. Instead, we leverage the expressivity
of diffusion models to learn to react to past and present
contacts. A curated list of contact points can be maintained
and provided to the diffusion model as a “memory” of con-
tacts. We will denote these recorded contacts as “keypoints”.
Recording relevant and informative past observations and
applying them as inputs to a learning-based controller can
be expanded beyond diffusion and proprioception, such as
recording important waypoints reached in a trajectory. In this
way, we present a generalizable approach to incorporating
long-term memory into learning-based controllers.

A keypoint, the i-th of which we denote as q,, contains
the relevant information for the task. In proprioceptive nav-
igation, we record the contact position and the force and
torque experienced due to the collision. What determines a
contact depends on the sensors; on a robotic arm equipped
with force-torque sensors, a contact is a point where those
forces spike unexpectedly, while in an application without
those sensors, a contact has occurred when the robot cannot
move forward despite applied force.

To reduce computation, we provide the diffusion model
with the minimum necessary number of keypoints by retain-
ing only sufficiently different keypoints. Additionally, key-
points that are likely uninformative in the current situation
(e.g., ones that are very distant from the current position of
the robot) may be excluded from the diffusion inference. The
system which determines which states represent a contact,
determines if the contact is sufficiently different from exist-
ing keypoints, saves the vital information into a keypoint,
and provides only the necessary keypoints for each diffusion
step is referred to as the “keypoint manager”.

W
(b) Real UR10e

(a) Simulation in Isaac Sim

Fig. 2: Experimental setup on a simulated UR10e in Isaac
Sim and a real UR10e. In both setups, the arm must move
from a starting position to a goal position despite unknown
obstacles and no exteroception.

C. Diffusion with Keypoints

After a keypoint manager has been developed and tuned
for the specific robotic application, it is necessary to in-
corporate the keypoints into the diffusion model. However,
there are a varying number of keypoints at each time step. A
maximum number of keypoints Ny, is set, and this number of
keypoints is passed to the diffusion model at each inference
step, appending to the end of the list of past observations. If
there are fewer informative keypoints than the maximum, the
unset keypoints are passed as zeros (i.e., zero-padding [27]).
We modify Eq. 5 to include up to Ny, keypoints:

Uk:k+H,—1 = W(Yk—HOH:ka ‘11:Nkp)- (6)

Our diffusion models use a convolutional neural net-
work (CNN) U-Net diffusion architecture [3]. However,
when using a transformer-based diffusion architecture [1],
the unset keypoints can be replaced with padding tokens
rather than zero-padding.

V. EXPERIMENTAL RESULTS

To demonstrate the importance of long-term memory of
contacts, we ran experiments on a Universal Robots UR10e
manipulator arm, both real and simulated in NVIDIA Isaac
Sim [28] (see Fig. 2). The diffusion models are based upon
the convolutional neural network U-Net diffusion architec-
ture architecture proposed in [1]. We compare our keypoint
approach with a standard memory-less diffusion model with
observation horizons H, = 3,6, 20, 50, which we denote as
the baseline approaches. Our approach has H, = 3 and ten
keypoints, as discussed below. The only differences between
our approach and the baselines are the different observation
horizons and the addition of keypoints.

The simulated and real experiments reflect our motivating
example. The UR10e must move its end-effector from a
starting point to a goal point (restricted to the © — y plane
for simplicity) despite random unknown obstacles. The task
was designed to demonstrate the importance of long-term
memory and is well-suited for diffusion as it is highly
multi-model; for example, a robot can pass an obstacle



on the right or left. Additionally, diffusion offers strong
robustness to changes in the environment, which is essential
for executing models trained with simulation data on real
hardware. Finally, diffusion provides smooth trajectories due
to generating trajectories of length H,,, which is important
for smooth movements of the UR10e arm.

The UR10e has a force-torque sensor at the end-effector’s
joint, and contact is flagged when the torque applied in the
plane exceeds a threshold, 7, = 1 N m. Once a contact is
detected, the contact is saved as a keypoint if it is at least
dmin = 5 cm away from every recorded keypoint. Otherwise,
the contact is only saved if the direction of the normal force
of the contact is a sufficient angular distance 0, = 45°
away from the keypoints less than d.;, distance nearby,
such as would be found in a corner. In our experiments, we
set the maximum number of keypoints Ny, to return to the
diffusion model at ten and keep the last ten keypoints rather
than maintaining a more extensive database and returning a
curated list. Each keypoint comprises the x — y position of
the end-effector during the contact and the sine and cosine
of the normal direction of the contact.

The prediction horizon H, is set to 20, and the action
horizon H, is set to 10. The solutions for the next diffusion
inference step are warmstarted using the previous action tra-
jectory according to [2]. The diffusion model is conditioned
on H, observations, each consisting of the x — y position of
the end-effector and the z — y torque recorded by the end-
effector’s force torque sensor. Our diffusion approach is also
conditioned upon the Ny, = 10 last keypoints. The diffusion
model then outputs H,, actions, each of which is a x — y
goal position for the end-effector. We chose to use position
control due to the recommendation in [1]. The total number
of diffusion steps Ny is set to 45.

The training of the diffusion controllers was done by
collecting 165 teleoperation trajectories in the simulator of
an operator completing the goal-seeking task with random
obstacles, observing only the end-effector pose and force-
torque readings. The obstacles were 15cm cubes with random
orientations and uniformly distributed in the space x €
[0.55m, 1.0m], y € [-0.3m, 0.3 m]. The teleoperation was
done using a 3D mouse with a control frequency of 10Hz,
and the simulated and real experiments were also run at
10Hz. The end-effector always started at (0.4m, O m) and
ended at the goal state, (1.2m, Om). For evaluation, the
starting state was set to (0.7 m, Om) so the arm could begin
directly in front of the obstacles.

Each model was trained using an Nvidia A100 80GB
GPU, partitioned to train two models in parallel. The training
was done for 5000 epochs. The training time depended on
H,, with our approach and the H, = 3 approach taking
approximately three hours and the H, = 50 approach taking
approximately seven hours. Training hyperparameters can be
found in our code repository.

We compare our approach with the baselines on several
obstacle configurations (where all obstacles are fixed in
place), spanning both simple and complex tasks (see Fig. 3):

(c) Bucket

(d) Elbow

Fig. 3: Our approach is evaluated on four experiment setups
that test long-term memory, reasoning, and performance.

1) Clear: No obstacles. This setup tests the controllers’
ability to directly head towards the goal without un-
necessary deviations.

2) Wall: A long 45cm length wall directly in the way.
This setup tests the controllers’ ability to navigate
around standard convex obstacles.

3) Bucket: Three 15 cm cubes set up to create a concave
obstacle directly in the way. This setup tests the ability
of the controllers to navigate out of and around simple
concave obstacles.

4) Elbow: A slanted 22.5cm wall directly in the way
redirecting the arm towards a long 45cm vertical
wall. This setup tests the long-term memory of the
controllers as they must recall the bottom of the elbow
once they cannot pass the vertical section.

A. Simulation

The simulation experiments were done in NVIDIA’s Isaac
Sim environment. Each of the four experimental setups (see
Fig. 3) are run 35 times with our approach and the four
baselines. The experiment succeeds and terminates if the
end-effector of the UR10e moves within 5cm of the goal
position. If it has not succeeded after 1000 iterations of the
control loop, the experiment is considered failed.

In our experiments, every approach succeeded in the clear
and wall tasks every time (see Fig. 4). However, in the bucket
task, our approach succeeds 85.7% of the time, occasionally
getting stuck on walls. This behaviour may be due to
insufficient data or hyperparameter tuning. The baselines
with low observation horizons (H, = 3, 6) fail most bucket
trials, occasionally succeeding due to their highly stochastic
movements. The baselines with H, = 20, 50 succeed every
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Fig. 4: The percentage of successful trials for each simulated
experiment setup for our approach and the baselines.

time. Finally, on the elbow task, our approach succeeds 80%
while none of the baselines succeed. This is because the
long vertical wall takes longer to explore than the longest
observation horizon. Thus, once the baselines have reached
the top of the vertical wall, they have forgotten the bottom
of the elbow. This causes the baselines to infinitely loop
around the inside of the elbow. However, our approach recalls
the bottom wall of the elbow and moves around it once it
realizes the vertical wall is not traversable. The failures of
our approach are due to slow movement or idling near the
top of the elbow, causing it to fail to reach the end-point
in under 1000 iterations. The idling and slow movement are
likely due to the lack of training data in that region; the
elbow task is outside of the distribution of the training data
and causes the end-effector to move closer to the base of the
URI10e than the trajectories in training.

Additionally, our approach almost always reduces the time
to completion of the experiments compared to the baselines
(see Fig. 5). In the clear setup, our approach moves directly
towards the goal while the baselines move in circuitous
routes (see Section V-C). All approaches are roughly equal
in the wall setup. However, in the bucket setup, the baselines
with low observation horizons (i.e., 3 and 6) have very long
convergence times in the few trials where they escape the
bucket. Their escape from the bucket is essentially due to
random motions, as they do not have enough observation
horizon to realize they are in a concave region. With higher
observation horizons, the time to completion significantly re-
duces; however, our approach is still faster than all baselines.
In the elbow example, none of the baselines succeed, while
ours succeeds in roughly the same time required to navigate
around the bucket setup.

B. Real Experiments

Real experiments were conducted with a UR10e with a
cylindrical end-effector. The end-effector was 3D printed to
increase sensitivity to torque readings and provide additional
safety for the real UR10e. The obstacles were rigid cardboard
boxes fixed to a flat surface. The real setup had identical
positioning of the obstacles to the simulation setup. To
prevent damage to the arm, the applied force was limited
when the UR10e sensed high torque. The simulation and real
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Fig. 5: The time required to complete each simulated ex-
periment setup for our approach and the baselines. Only
successful trials are plotted.
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Fig. 6: The percentage of successful trials for each real
experiment setup for our approach and the baselines.

experiment platforms returned similar results, demonstrating
diffusion’s robustness to changes in the environment.

The same experiments were repeated on the real setup with
15 trials per setup. Similar results were observed and are
summarized in Fig. 6 and Fig. 7. Major differences between
the simulation and real results include the significantly
worse performance of the baselines with low observation
horizons on the clear and wall setups and the significantly
lower success rate of the H, = 20 baseline on the bucket
task. Additionally, it was observed that our approach would
occasionally overshoot the goal and then idle during the
elbow trials. This may be because the end-effector never
overshoots the goal in the training data, and thus, the model
does not have sufficient data in that region to backtrack to
the goal.

All approaches generally took longer on the real UR10e.
This may have been due to the sim-to-real transfer or the
lower reactiveness of the real UR10e. However, our approach
completed every experiment setup faster than the baselines.

Finally, we measure the mean time required for the dif-
fusion model to complete an inference step (see Fig. 8).
This was determined from the real experiments run using
an Intel NUC Extreme, with a 12th generation Intel Core i9-
12900 and a GeForce RTX 3080 Ti NVidia graphics card.
Our approach has a similar inference time to the H, =
3,6 baselines, but as the observation horizon increases, the
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setup for our approach and the baselines. Only successful
trials are plotted.
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Fig. 8: The time per diffusion inference step for our approach
and the baselines.

computation time increases well past our approach. It was
not feasible to test with observation horizons larger than 50
due to the inference time taking significantly longer than
0.1s as required for 10 Hz real-time control.

C. Discussion

The baselines did not move directly toward the goal.
Instead, they drift diagonally right until blocked by an
obstacle, then perform wall-following away from the goal
until the obstacle has been passed. This behaviour is most
evident in the clear setup where, despite the absence of
obstacles, the baselines take significantly longer than our
approach to reach the goal position due to their diagonal
movement. This behaviour is more pronounced with lower
observation horizons.

Despite this non-optimal behaviour not being in the train-
ing data, it was likely learned because the baselines do not
have sufficient observations to replicate the behaviour of the
training data; without some long-term knowledge of previous
collisions, the baselines cannot bypass even the simplest
obstacles without introducing some bias, such as moving
right. However, with keypoints, our approach displays no
bias towards moving right, directly moving towards the goal.
With the keypoints, our approach can effectively imitate
the behaviour of the human operator without relying on

heuristics. The failure of these heuristics is again evident
in the elbow setup as moving right will not succeed, as the
vertical component of the elbow is too long to be traversable
from the right. Although this obstacle setup is not in the
training dataset, our approach effectively generalizes to this
new case. In contrast, the baselines become stuck in an
infinite loop wall-following away from the goal, realizing
it is not traversable from the right and moving back down
to the bottom of the elbow.

VI. LIMITATIONS AND FUTURE WORK

In our approach, a hard-coded keypoint manager deter-
mines which information is retained and used. This keypoint
manager is separately engineered from the diffusion network
and contains specific hyperparameters that must be tuned for
the specific experiment. A future direction for this research
is directly incorporating memory management into the diffu-
sion network. This new network architecture would reduce
hard-coded engineering work and improve performance as
the network can optimize memory management for the
unique circumstances of the experiment. Additionally, our
approach should be compared to machine learning methods
that implicitly remember long-term dependencies, such as
RetNet [21] and Mamba [23]. However, these approaches
are not generative and scale poorly to long sequences (in the
case of transformers) or require continuous dynamics rather
than sparse contact events (in the case of structured state-
space models) [23]. Our explicit memory system can also be
tested with other learning-based controllers.

This work could be extended to maintain information
beyond contact points. Object properties determined from
proprioception, such as compliance or texture, can be lever-
aged for navigation [29], safety [30], and grasping [31].
Waypoints and other key observations can be recorded as
keypoints to expand the applicability of keypoints beyond
proprioception.

VII. CONCLUSION

This paper proposes adding long-term memory to learning-
based controllers by recording and managing informative
keypoints. To enable proprioceptive navigation, a record
of past contacts is kept and passed to a diffusion model,
which determines appropriate actions to take in light of this
information. This eliminates the need for explicit mapping
and the assumptions tied to mapping. This capability is
necessary for robotic systems that rely mostly or wholly
on proprioceptive sensors. Robots can use this approach to
robustly operate in dangerous and occluded environments,
including space and underwater exploration and construction.
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