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Summary
Numerous control applications, including robotic systems such as unmanned aerial vehicles or assistive robots, are expected to guarantee high performance despite being deployed in unknown and dynamic environments where they are subject to disturbances, unmodeled dynamics, and parametric uncertainties. The fast feedback of adaptive controllers makes them an effective approach for compensating for disturbances and unmodeled dynamics, but adaptive controllers seldom achieve high performance, nor do they guarantee state and input constraint satisfaction. In this paper we propose a robust adaptive model predictive controller for guaranteed fast and accurate stabilization in the presence of model uncertainties. The proposed approach combines robust model predictive control (RMPC) with an underlying discrete-time $\ell_1$ adaptive controller. We refer to this combined controller as an RMPC-$\ell_1$ controller. The $\ell_1$ adaptive controller forces the system to behave close to a linear reference model despite the presence of parametric uncertainties. However, the true dynamics of the $\ell_1$ adaptive controlled system may deviate from the linear reference model. In this work we prove that this deviation is bounded and use it as the modeling error of the linear reference model. We combine $\ell_1$ adaptive control with an RMPC that leverages the linear reference model and the modeling error. We prove stability and recursive feasibility of the proposed RMPC-$\ell_1$. Further, we validate the feasibility, performance, and accuracy of the proposed RMPC-$\ell_1$ on a stabilization task in a numerical experiment. We demonstrate that the proposed RMPC-$\ell_1$ outperforms $\ell_1$ adaptive control, robust MPC, and other baseline controllers in all metrics.
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1 | INTRODUCTION

Unknown or changing operational environments — such as those found in autonomous driving, assistive robotics, and unmanned aerial vehicles applications — are difficult to model. As a result, unknown disturbances, changing dynamics, and parametric uncertainties may significantly deteriorate the performance and cause instability of traditional, model-based controllers (see[1] and[2]). To be robust to unknown disturbances, controllers must be quick to adapt to changing conditions. In regimes for which accurate models are difficult to obtain, fast controller update rates are therefore indispensable for achieving high performance.
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In this work we propose to combine an underlying $\ell_1$ adaptive controller ($\ell_1$ AC) with a robust model predictive controller (RMPC). The resulting robust adaptive model predictive controller, RMPC-$\ell_1$, achieves high performance and accurate stabilization in the presence of model errors. The $\ell_1$ adaptive controller forces a system to behave close to a specified linear reference model despite the presence of parametric uncertainties. We show that the $\ell_1$ controlled system may deviate from the specified linear reference model, but this deviation, which can be used as a modeling error, is bounded. The RMPC computes a reference for the underlying adaptive controller while explicitly taking into account the bound on the modeling error, the linear reference model, and state and input constraints. The RMPC improves the performance and aggressiveness of the underlying $\ell_1$ controlled system. Additionally, the underlying $\ell_1$ AC consistently reduces the modeling error at every time step and enables accurate stabilization to the origin. Explicitly taking into account the modeling error from the underlying $\ell_1$ AC enables the proposed robust adaptive MPC to guarantee feasibility for more initial conditions than using $\ell_1$ AC or RMPC separately. Note that in this work we use $\mathcal{L}_1$ to refer to the continuous-time formulation, and $\ell_1$ to refer to the discrete-time adaptive control formulation.

### 1.1 Related Work

$L_1$ adaptive control generates a control signal that forces a system to track a reference trajectory according to a specified linear reference model despite the presence of parametric uncertainties or unknown disturbances. The architecture of the $L_1$ adaptive controller decouples the estimation loop from the control law. Consequently, there is guaranteed robustness in the presence of fast adaptation, without introducing persistence of excitation, gain scheduling in the controller parameters, or high-gain feedback. $L_1$ adaptive control has been extensively developed for continuous-time applications and has been applied to different platforms such as an underwater vehicle, a tailless fighter aircraft in simulation, bipedal robots in simulation, and a quadrotor, hexacopter, and octocopter. However, $L_1$ adaptive control has not been developed as extensively for discrete-time applications.

Model predictive control (MPC) has been widely employed to control constrained systems, and an extensive literature on the subject exists. MPC solves a finite-horizon optimal control problem at each time step to calculate a control sequence that minimizes a given objective function according to a system model and constraints. A controller is said to be robust when stability is maintained and performance specifications are met for a specified range of model variations and a class of noise signals. The standard implementation of MPC, using a nominal model of the system dynamics, exhibits nominal robustness to small disturbances under certain assumptions. The main assumption is that no hard state constraints are considered (see details in chapter 3.2 in [15]). This may be insufficient if the conditions are not met and larger disturbances are present. The termnominal MPC is used in this work to describe the standard implementation of MPC. In order to achieve robustness to larger disturbances, numerous MPC methods have been considered. The simplest is to ignore the disturbances and rely on the inherent robustness of deterministic MPC applied to the nominal system. In these approaches the so-called spread of predicted trajectories resulting from disturbances is not acknowledged.

Various open- and closed-loop MPC methods have been developed that acknowledge such disturbances. Open-loop methods calculate the control action that is safe enough to cope with the effect of the worst disturbance realization. These controllers can be very conservative as the disturbance effect can be mitigated by feedback in the actual operation. For this reason, closed-loop prediction is introduced in [16]. The work in [20] proposed a feedback MPC where the decision variable is a policy consisting in a sequence of control laws. Nevertheless, determining a control policy can be prohibitively difficult, and simplifying approximations have been proposed in [21][22][23]. A popular branch of robust MPC is based on the idea of tubes, as presented in [24] for linear systems. In [25] a robust MPC for nonlinear systems based on tubes was proposed and achieved good tracking performance in simulation. However, determining the tightened state and input constraints and the added computational cost of solving a nonlinear optimization problem remains a challenge. A survey on robust MPC can be found in [26].

One way to handle model uncertainties is to develop robust MPC methods, as described above. Another way to handle model uncertainties is through adaptive MPC. In [27] an adaptive MPC for a class of constrained linear systems, that estimates parameters online is presented. However, parameter adaptation depends on state excitation. The performance of the proposed approach is shown in simulation. The work in [28] proposed an adaptive MPC for linear systems with parametric uncertainties. At each timestep, the adaptation law updates the estimated model parameters and uses the updated model to solve an MPC problem. However, additional constraints must be added to the MPC problem in order to guarantee an estimation error bound. These results are shown in a simulation example. It is difficult to guarantee the fulfillment of constraints in the presence of an adaptive mechanism. Further, it is difficult to guarantee feasibility and stability theoretically when an adaptation is introduced to [MPC].
Robust adaptive control helps adaptive controllers achieve robustness. A number of robust adaptive MPC schemes have been proposed. The work by [28] proposes a robust adaptive MPC for time-invariant and time-varying uncertain finite impulse response (FIR) models. In this linear MPC approach, the uncertainty of the model is assumed to be in a given parameter set. At each timestep (i) a recursive set-membership identification algorithm tracks the set of all possible model parameters that are consistent with the initial assumptions and the data collected thus far, and (ii) a robust MPC minimizes the cost function while guaranteeing satisfaction of constraints for all parameters in the feasible parameter set. In order to reduce computational complexity (which could grow linearly with time), further assumptions have to be made, e.g. that the parameters lie in a larger set. The latter could incur in a conservative controller. This approach is restricted to stable systems, because it relies on FIR models. The work in [29] extends the work in [28] to a state space formulation, which removes the restriction to stable systems. The extended approach consists of a robust MPC with recursive model update for linear systems with time invariant parametric uncertainty and additive disturbance. Set-membership estimation combined with a homothetic tube is proposed. Additionally, the approach in [29] uses polytopic uncertainty sets resulting in poor scalability of the adaptation of the uncertainty with system dimension. An adaptive stochastic MPC for linear state-space systems under time-varying uncertainty is presented in [30]. The linear model is assumed to accurately model the system, which has a bounded additive uncertainty with a bounded rate of change. The parametric uncertainty lies in the feasible parameter set, which is updated at every time step with a set-membership method (the adaptive component of this framework). The feasible parameter set is used by a stochastic MPC to compute an input that is feasible for all the possible uncertainties in the adapted feasible parameter set. Simulation results show that the proposed approach satisfies constraints robustly (admissible probability of constraint violation is 0) or stochastically. Robust adaptive MPC approaches have also been proposed for nonlinear systems. A robust adaptive MPC is proposed in [31] for linearly parameterized uncertain nonlinear systems subject to state and input constraints. Here, the set-based estimation is updated only when non-expansion of the set is guaranteed, reducing the conservativeness of this approach. No claims are made regarding the computational requirements of this approach, however.

Control architectures that combine an outer MPC and an inner controller that forces the system to match an a priori specified closed-loop model have been proposed. In [32] a data-driven control for constrained systems is proposed. An inner data-driven linear time-invariant or linear parameter-varying controller is designed to match an a priori specified closed-loop model. The inner controller requires previously recorded data of the system input, output, and exogenous signal to be tuned offline. Further, an outer MPC is designed to handle input and output constraints and to enhance the performance of the inner loop. In [33] an inner data-driven controller uses system data to parameterize a linear controller for which the closed-loop system matches a given strictly-proper reference model. The inner controller can be implemented such that the control parameters are tuned online. Moreover, an outer loop MPC acts as a reference governor, which selects the optimal reference to be supplied to the inner controller to improve the performance of the system. Related non-MPC methods for stabilization or reference tracking under uncertainty use contraction methods combined with $L_1$ adaptive control [34]. However, these methods do not leverage prediction models, which can yield conservative behavior.

In previous work [35] we proposed an adaptive MPC that combines an underlying $L_1$ adaptive controller with a nominal MPC. In this way, adaptation is decoupled from the optimization problem. The $L_1$ adaptive controller forces a system to behave close to a specified linear reference model despite the presence of parametric uncertainties and unknown disturbances. The nominal MPC uses this linear reference model to improve the trajectory tracking performance of the $L_1$ controlled system. This architecture achieves high tracking performance of a possibly nonlinear system at the computational cost of a linear MPC even when disturbances are applied. Experiments on a drone showed that the adaptive MPC approach is able to achieve high accuracy trajectory tracking even when wind disturbances are applied to the vehicle. However, this approach assumes that the linear model exactly represents the underlying adaptive system, which may degrade the performance of the controller when modeling errors are present.

### 1.2 Our Contributions

In order to deal with model uncertainties and further improve performance, we propose RMPC-$L_1$, a robust and adaptive MPC. The main contributions of this work are: (i) introducing a modified discrete-time state feedback $L_1$ adaptive controller; (ii) providing stability and performance proofs for the proposed approach; and (iii) validating the feasibility, performance, and accuracy of the proposed RMPC-$L_1$ on a stabilization task. The proposed robust adaptive MPC decouples adaptation from robustness with two main components: (i) an underlying discrete-time state feedback $L_1$ adaptive controller (orange dashed box in Fig. 1); and (ii) a robust MPC (blue box in Fig. 1). The $L_1$ adaptive controller makes the system behave close to a linear reference model
Despite parametric uncertainties, for which we specify upper bounds. The $\ell_1$ controlled system state may deviate from the linear reference model state, which results in a modeling error. In this work, we show that this deviation is upper bounded and realizable. The upper bound and the linear reference model are used in an RMPC framework to calculate the input that minimizes a user-specified cost function for the $\ell_1$ controlled system. Intuitively, the modeling error – characterized by the upper bound on the difference between the linear reference model and the $\ell_1$ controlled system – can be viewed as an additive disturbance affecting the linear reference model. Note that robust MPC frameworks such as the ones presented by $^{22,23}$ are proposed for linear systems with bounded additive disturbances; hence, they can be used in our framework.

The proposed robust adaptive MPC requires the following changes with respect to $^{35}$: (i) the $\ell_1$ adaptive controller is state feedback instead of output feedback, and (ii) the $\ell_1$ adaptive controller is formulated in discrete time. These two changes enable the computation of a bound on the modeling error, which is required by the robust MPC. The first change is motivated because a state feedback $\ell_1$ adaptive controller attains performance bounds that are realizable. The output feedback $\mathcal{L}_1$ adaptive controller used in $^{35}$ describes the system with a transfer function $A(s)$, which is a strictly-proper but unknown. This transfer function is present in all the performance bounds, which makes them difficult to calculate. Unlike output feedback, state feedback $\ell_1$ adaptive controllers decouple the system uncertainties from the performance bounds. Hence, it is possible to calculate these bounds. The $\ell_1$ adaptive controller in this work is designed in the discrete time to improve robustness in the implementation. Typically, a discretized version of the continuous time $\mathcal{L}_1$ adaptive control is implemented $^{31,37}$. However, if the sampling time is increased, the discretized version can become unstable, as shown in $^{35}$. The second change is motivated since MPC frameworks are generally formulated for discrete-time systems. Moreover, we derive the uniform bound of the difference between the state of the linear reference model and the state of the $\ell_1$ controlled system, and leverage it in the robust MPC. In a numerical experiment we show that the proposed RMPC-$\ell_1$ outperforms $\ell_1$ AC and RMPC on a stabilization task when they are used separately according to three metrics. First, the proposed RMPC-$\ell_1$ increases the number of feasible initial conditions compared to baseline controllers that include $\ell_1$ adaptive controller and RMPC used individually. Second, RMPC-$\ell_1$ achieves a similar or better performance than RMPC when both approaches use the same user-specified cost function. Finally, the proposed RMPC-$\ell_1$ controls the system from any state in its robust controllable set to the origin accurately and in a limited number of time steps. Both $\ell_1$ AC and RMPC fail to accurately bring the state to the origin in a finite number of time steps, because they are either less aggressive or are not able to reduce the modeling error. The robust adaptive MPC proposed in this paper does not have the computational cost of approaches that have set membership estimation $^{28,30,24,31}$. Moreover, the concept and implementation are simple since it combines a standard robust MPC with an $\ell_1$ adaptive controller. Contrary to works that require a FIR model (e.g., $^{28}$), the system in our work need not be stable, only controllable. A limitation of our work is that it does not take into account time-varying uncertainties and disturbances; however, our proposed approach could be extended to these cases with an appropriately designed.

**FIGURE 1** Proposed RMPC-$\ell_1$ framework to achieve high-performance control in the presence of modeling errors. The discrete-time state feedback $\ell_1$ adaptive controller makes the system behave close to a specified reference linear system despite parametric uncertainties. The difference between the state of the reference system and the state of the $\ell_1$ controlled system is bounded and can be considered as a modeling error. The robust model predictive controller improves the performance at each time step, using the specified reference system as well as the modeling error.
underlying $\ell_1$ adaptive controller. Unlike our proposed RMPC-$\ell_1$ approach is able to bound the modeling errors in the underlying controller and later account for them in the RMPC framework. Preliminary results of this work were presented in.

2 | PROBLEM FORMULATION

The objective of this work is to achieve fast and accurate stabilization in the presence of modeling errors, while guaranteeing feasibility for as many initial conditions as possible. Consider the class of discrete-time systems with matched constant uncertainties $\theta, \xi$ whose dynamics can be described by the following system:

$$
x(k + 1) = Ax(k) + b_m(u(k) + \theta^T x(k) + \xi), \quad x(0) = x_0,
$$

$$
y(k) = c_m^T x(k),
$$

where $x(k) \in \mathbb{X} \subset \mathbb{R}^n$ is the system state vector (assumed to be measured); $u(k) \in \mathbb{U} \subset \mathbb{R}$ is the control signal; $b_m, c_m \in \mathbb{R}^n$ are known constant vectors; $A$ is the known $n \times n$ matrix, with $(A, b_m)$ controllable; $\theta$ is a vector of unknown parameters, and $\xi$ is an unknown parameter belonging to the compact convex sets $\theta \in \Theta \subset \mathbb{R}^n$ and $\xi \in \Xi \subset \mathbb{R}$, respectively; and $y(k) \in \mathbb{R}$ is the regulated output.

**Assumption 1.** The set $\Theta$ is compact and convex. Each dimension $i$ is bounded by $L_{\theta_i,\min} \leq \theta_i \leq L_{\theta_i,\max}$ and the set $\Theta$ includes all the values that satisfy this criterion.

The parameter $\xi$ is bounded by $L_{\xi,\min} \leq \xi \leq L_{\xi,\max}$ where $\Xi$ is the set that includes all the values that satisfy this criterion.

Generally, the unknown parameters model physical attributes of the system such as mass, moment of inertia, friction, among others. For this reason we assume these parameters lie in a compact, convex set.

The goal is to stabilize the system to the origin in a finite number of steps $N < \infty$ while minimizing a given quadratic objective function for high-performance control, without violating any state or input constraints $\mathbb{X}$ and $\mathbb{U}$, despite the presence of parametric uncertainties in the system. The resulting controller must be stable and provide high performance for a variety of initial conditions.

3 | DISCRETE-TIME STATE FEEDBACK $\ell_1$ ADAPTIVE CONTROL

In this section we present a modified discrete-time $\ell_1$ adaptive controller along with proofs for stability and performance guarantees. Recall that the $\ell_1$ adaptive controller brings two important features for the overall robust adaptive MPC. First, it forces the controlled system to behave close to a linear reference model despite the presence of unknown parameters. Second, it provides an upper bound for the modeling error that arises between the controlled system and the linear reference model. The discrete-time state feedback $\ell_1$ adaptive controller is inspired by, however, in this work we (i) extend the system to include an unknown parameter $\xi$ (see (1)), (ii) modify the adaptation law to avoid division by zero, and (iii) prove the uniform upper bound on the difference between state of the $\ell_1$ controlled system and the state of the linear reference model.

There are two main design challenges for a discrete-time state feedback $\ell_1$ adaptive controller: (i) the definition of an adaptation law, and (ii) the mechanism to guarantee that the estimated parameters remain in a given set. The first challenge is the definition of an adaptation law that allows us to show stability and performance guarantees. The adaptation law is fundamentally a parameter estimation scheme. Parameter estimation for deterministic discrete-time systems has been widely studied. Some of these algorithms have been used in discrete-time model reference adaptive control (MRAC) frameworks and discrete-time $\ell_1$ adaptive controllers. The second challenge is guaranteeing that the estimated parameters remain in a given set. The latter facilitates the stability analysis and derivation of performance guarantees for the $\ell_1$ adaptive controller, as will be shown in this section. To guarantee that the estimated parameters remain in a given set, the continuous-time $\mathcal{L}_1$ adaptive controllers use the projection operator. To derive similar performance guarantees in discrete time, the adaptation law used for the $\ell_1$ adaptive controller must also include a projection. Given these design challenges, the adaptation law in this work is based on the orthogonalized projection algorithm described in.

Considering the class of systems described in (1), the control objective of the $\ell_1$ adaptive controller is to design an adaptive state feedback control signal $u_1(k)$ such that the system output $y(k)$ tracks the discrete-time, bounded reference signal $r(k)$ with quantifiable transient and steady-state performance bounds. The output is required to track the reference according to a specified stable reference system.
3.1 | Discrete-Time State Feedback $\mathcal{L}_1$ Adaptive Control Architecture

We consider the following control structure:
\[
    u(k) = u_m(k) + u_{\phi}(k), \quad u_m(k) = -k_m^T x(k),
\]
where $k_m \in \mathbb{R}^n$ renders $A_m \triangleq A - bk_m^T$ stable, while $u_{\phi}(k)$ is the adaptive component, which will be defined shortly. The static feedback gain $k_m$ leads to the following partially closed-loop system:
\[
    x(k+1) = A_m x(k) + b_m(u_{\phi}(k) + \theta^T x(k) + \xi), \quad x(0) = x_0, \quad y(k) = c_m^T x(k).
\]

Our discrete-time state feedback $\mathcal{L}_1$ adaptive controller designs a control signal such that the output $y(k)$ tracks a discrete-time reference signal $r(k)$ according to a specified stable reference system $A_m(k)$. The discrete-time state feedback $\mathcal{L}_1$ adaptive controller proposed in this work for the partially closed-loop system (3) is shown in an orange dashed box in Fig. 1. The individual components of the $\mathcal{L}_1$ adaptive control architecture are introduced below. This architecture is inspired by the architecture presented by [10]. The equations that describe the implementation of the discrete-time state feedback $\mathcal{L}_1$ adaptive controller are:

Adaptation Law:

We propose the following projection algorithm estimator [70] that avoids division by zero:
\[
    \hat{\rho}(k+1) = \hat{\rho}(k) + \frac{1}{1 + x^T(k)x(k)} \left[ \begin{array}{c} x(k) \\ 1 \end{array} \right] b_m^T (x(k+1) - A_m x(k) - b_m u_{\phi}(k) - \hat{\rho}(k)) \left[ \begin{array}{c} x(k) \\ 1 \end{array} \right], \quad \hat{\rho}(0) = \hat{\rho}_0 \in \Theta \times \Xi,
\]
where $\hat{\rho}(k) = [\hat{\theta}(k), \hat{\xi}(k)]^T$, and $b_0 \triangleq \frac{b_m}{b_m^T b_m}$ is a constant vector. If $\hat{\rho}(k+1) \in \Theta \times \Xi$, then continue, else:

(i) orthogonally project $\hat{\rho}(k+1)$ on the boundary of $\Theta \times \Xi$ to yield $\hat{\rho}'(k+1) = [\hat{\theta}'(k+1), \hat{\xi}'(k+1)]^T$:
\[
    \hat{\theta}'(k+1) = \begin{cases} L_{\theta,\min} & \text{if } \hat{\theta}_i(k+1) \leq L_{\theta,\min} \\ L_{\theta,\max} & \text{if } \hat{\theta}_i(k+1) \geq L_{\theta,\max} \\ \hat{\theta}_i(k+1) & \text{otherwise}, \end{cases}
\]
\[
    \hat{\xi}'(k+1) = \begin{cases} L_{\xi,\min} & \text{if } \hat{\xi}_i(k+1) \leq L_{\xi,\min} \\ L_{\xi,\max} & \text{if } \hat{\xi}_i(k+1) \geq L_{\xi,\max} \\ \hat{\xi}_i(k+1) & \text{otherwise}. \end{cases}
\]

Since $\hat{\rho}'(k+1)$ is an orthogonal projection of $\hat{\rho}(k+1)$ onto $\Theta \times \Xi$ and since $\rho \in \Theta \times \Xi$, then as for the projection algorithm of [70],
\[
    \|\hat{\rho}'(k+1) - \rho\|^2 \leq \|\hat{\rho}(k+1) - \rho\|^2.
\]

The additional steps in the adaptation law guarantee that the estimate $\hat{\rho}(k)$ remains in the set $\Theta \times \Xi$. The latter is needed for the Lyapunov analysis of the system. It is of particular importance to note that since the projection is orthogonal, then (6) holds. This allows us to develop the analysis only for $\hat{\rho}(k) \triangleq \hat{\rho}(k) - \rho$, since $\hat{\rho}'(k) \triangleq \hat{\rho}'(k) - \rho$ is smaller.

(ii) Finally, assign
\[
    \hat{\rho}(k+1) = \hat{\rho}'(k+1).
\]

Control law:

The $z$-transform of the adaptive control signal is:
\[
    u_{\phi}(z) = -C(z) \phi(z) - k_g r(z),
\]
where $r(z)$ and $\phi(z)$ are the $z$-transforms of the reference $r(k)$ and $\phi(k) = \hat{\rho}(k) \left[ \begin{array}{c} x(k) \\ 1 \end{array} \right]$, respectively, $k_g \triangleq (c_m^T (I_n - A_m)^{-1} b_m)^{-1}$, and $C(z)$ (see Fig. 1) is a user-defined bounded-input, bounded-output (BIBO) stable, strictly-proper, discrete-time transfer function of a filter with gain $C(1) = 1$, and its state-space realization assumes zero initialization. It is important to note that, in
order to take the truncated $z$-transformation, we consider $\dot{y}(k)$ as a function of sample time $k$. In other words, we consider $\dot{y}(k)$ as a signal that changes with time instead of considering it as a nonlinear function of $x(k)$ and $\hat{y}(k)$.

Intuitively, the low-pass filter in the control law\textsuperscript{[\ref{4}]} ensures that the uncertainties being compensated for in the feedback loop are only those within the bandwidth of the control channel. The role of $\dot{y}(z)$ in the control law\textsuperscript{[8]} is to cancel the parametric uncertainties $\theta^T x(k) + \xi$ affecting the system. Additionally, $r(z)$ specifies the reference which is multiplied by the gain $k_g$ in order to ensure the tracking of the reference $r(z)$ by the output $y(z)$ in the steady state.

The discrete-time $\ell_1$ adaptive controller is defined via\textsuperscript{[4]} – \textsuperscript{[8]} with $C(z)$ verifying the following $\ell_1$-norm conditions:

\[
\lambda_\theta \triangleq \|G(z)\|_{\ell_1}, \quad \lambda_\xi \triangleq \|G(z)\|_{\ell_1}, \quad L_\theta < 1, \quad L_\xi < \infty,
\]

where

\[
G(z) \triangleq H(z)(1 - C(z)), \quad H(z) \triangleq (z I_m - A_m)^{-1} b_m,
\]

\[
L_\theta \triangleq \max_{\theta \in \Theta} \|\theta\|_1, \quad L_\xi \triangleq \max_{\xi \in \Xi} |\xi|.
\]

These conditions are required to guarantee stability of the system and follow from the application of the small-gain theorem\textsuperscript{[23]}. Intuitively, these conditions mean that the controller should be designed such that closing the loop with the unknown parameters lying in the sets given in assumption\textsuperscript{[1]} guarantees a stable closed-loop system. They are not restrictive since they give design guidelines for the low-pass filter $C(z)$ and the stabilizing gain $k_m$, given that the unknown parameters are assumed to lie in $\Theta \times \Xi$. Moreover, the following assumption is also required.

**Assumption 2.** There exists $\gamma_0 > 0$ such that the following inequality holds

\[
\left( \frac{1}{2} \left( e^{T_{max}} - 1 \right) (1 + 4 n c_2^2) \right) < \gamma_0,
\]

where $\frac{1}{2} \left( e^{T_{max}} - 1 \right) 4 n c_1^2 < 1$, $\tau > 0$,

\[
\rho_{\text{max}} \triangleq 4 \max_{\rho \in \Theta \times \Xi} \|\rho\|^2,
\]

$P = P^T > 0$ solves the algebraic Lyapunov equation

\[
P = A^T_m P A_m + R + I_n,
\]

for arbitrary symmetric $R = R^T > 0$, and $\lambda_{\text{min}}(P)$ is the minimum eigenvalue of $P$. Moreover, we define $c_1$ and $c_2$ as:

\[
c_1 = \frac{\lambda_\theta}{1 - \lambda_\theta}, \quad c_2 = \frac{1}{1 - \lambda_\theta} \left( \lambda_\xi + \|k_g H(z)C(z)\|_{\ell_1} \|r\|_{\ell_\infty} + \|x_m\|_{\ell_\infty} \right),
\]

where

\[
x_{\text{in}}(z) \triangleq (z I_n - A_m)^{-1} x_0,
\]

captures the initial conditions.

Satisfaction of Assumption\textsuperscript{2} depends mainly on achieving a small $\lambda_\theta$, such that $c_1$ is small. This can be achieved by carefully designing the filter $C(z)$.

### 3.2 Analysis of the $\ell_1$ Adaptive Controller

In this subsection we analyze the $\ell_1$ adaptive controller. First, we define a nominal state predictor and show that the prediction error dynamics are stable and the predicted state is bounded. The $\ell_1$ adaptive controller makes the system track a reference system. We characterize this closed-loop reference system and show the transient and steady-state performance bounds of the $\ell_1$ controlled system with respect to the reference system. Finally, we characterize an ideal reference model and introduce performance bounds of the $\ell_1$ controlled system with respect to the ideal reference system. The ideal reference model can be used to described the $\ell_1$ controlled system and the performance bound can be used as a bound on the modeling error. This subsection is divided in three parts (i) background theory required for subsequent proofs, (ii) transient and steady-state performance with respect to the reference model, and (iii) performance bounds with respect to an ideal linear system.
3.2.1 Background

The following results are needed to show the transient and steady-state performance bounds. We present them next to improve readability of the main results of the paper.

We first introduce the following notation \( \| (\cdot) \|_{\ell_\infty} \), which represents the \( \ell_\infty \)-norm of signal \((\cdot)\) truncated at time step \(k\). We use a state predictor and its corresponding error dynamics as tools to show stability of the prediction error dynamics and to show performance bounds of the \( \ell_1 \) controlled system. Note that in order to keep \( \ell_1 \) adaptive control naming convention, we use state predictor to refer to a nominal prediction. Consider the following state predictor:

\[
\hat{x}(k+1) = A_m \hat{x}(k) + b_m \left( u_{\ell_1}(k) + \hat{\theta}(k) \begin{bmatrix} x(k) \\ 1 \end{bmatrix} \right), \quad \hat{x}(0) = x_0, \tag{16}
\]

where \( \hat{x}(k) \in \mathbb{R}^n \) is the state predictor and \( \hat{\theta}(k) \triangleq \begin{bmatrix} \hat{\theta}(k) \\ \hat{\xi}(k) \end{bmatrix} \in \mathbb{R}^{n+1} \) is the adaptive estimate of parameters \( \theta \) and \( \xi \).

Next, we derive the error dynamics of the state predictor from (3) and (16):

\[
\bar{x}(k+1) = A_m \bar{x}(k) + b_m (\bar{\theta}(k)x(k) + \bar{\xi}(k)), \quad \bar{x}(0) = 0, \tag{17}
\]

where \( \bar{x}(k) = \hat{x}(k) - x(k) \), \( \bar{\theta}(k) \triangleq \bar{\theta}(k) - \theta \), and \( \bar{\xi}(k) \triangleq \bar{\xi}(k) - \xi \). Let \( \bar{\eta}(k) \triangleq \begin{bmatrix} \bar{\theta}(k) \\ \bar{\xi}(k) \end{bmatrix} \begin{bmatrix} x(k) \\ 1 \end{bmatrix} \) and \( \bar{\eta}(z) \) be its \( z \)-transform. The error dynamics (17) can be written in the \( z \)-domain as:

\[
\bar{x}(z) = H(z)\bar{\eta}(z). \tag{18}
\]

We need to show that the error dynamics (18) are bounded. Lemma 1 and 2 contain results needed to show boundedness of the prediction error dynamics. In Lemma 3 we show the stability of the estimation error dynamics and a bound for the estimation error. Finally, in Lemma 4 we show that the state predictor is uniformly bounded. Lemma 1 proposes a Lyapunov function for the error dynamics of a form that is convenient to show uniform boundedness.

**Lemma 1.** Recall that \( A_m \) is asymptotically stable. Define

\[
\sigma \triangleq \sqrt{\lambda_{max}(A_m^T P A_m)}, \tag{19}
\]

where \( \lambda_{max}(A_m^T P A_m) \) is the maximum eigenvalue of \( A_m^T P A_m \) with \( P \) defined in (13). Let \( \mu > 0 \) and define:

\[
V_x(\bar{x}(k)) \triangleq \ln(1 + \mu \bar{x}^T(k)P\bar{x}(k)) \tag{20}
\]

and

\[
\Delta V_x(\bar{x}(k)) \triangleq V_x(\bar{x}(k+1)) - V_x(\bar{x}(k)). \tag{21}
\]

Then

\[
\Delta V_x(\bar{x}(k)) \leq \mu \frac{-\bar{x}^T(k)R\bar{x}(k) + (\sigma^2 + 1)h_m^T P b_m x^T(k)\bar{\theta}(k) + \bar{\xi}(k)^2}{1 + \mu \bar{x}^T(k)P\bar{x}(k)}, \quad k \geq 0. \tag{22}
\]

The proof of this lemma can be found in Appendix A.1. The result of the following Lemma is required to show uniform boundedness of the error dynamics \( \bar{x} \).

**Lemma 2.** Assume that \( \| \bar{x} \|_{\ell_\infty} \leq \gamma_0 \) for \( k \in \{0, \ldots, k' - 1\} \) for a given \( k' \), where \( \gamma_0 \) is defined in (11). There exist constants \( a, \mu > 0 \) such that \( \forall k \in \{0, \ldots, k' - 1\} \)

\[
1 + x^T(k)x(k) \leq (1 + a)(1 + \mu \bar{x}^T(k)P\bar{x}(k)). \tag{23}
\]

The proof of Lemma 2 can be found in Appendix A.2. Using the results presented in Lemmas 1-2 we show that the prediction error \( \bar{x} \) is uniformly bounded.

**Lemma 3.** The prediction error in (17) is uniformly bounded by:

\[
\| \bar{x} \|_{\ell_\infty} \leq \gamma_0. \tag{24}
\]

The proof of Lemma 3 can be found in Appendix A.3. So far we have shown that \( \bar{x}(k) \) remains bounded, but \( x(k) \) and \( \hat{x}(k) \) could diverge at the same rate. In the next Lemma, we show that \( \bar{x}(k) \) in (16), with \( u_{\ell_1}(k) \) given by (8), is uniformly bounded.
Lemma 4. The state predictor in (16) is uniformly bounded by:
\[
\|\hat{x}\|_{\ell_\infty} \leq \frac{\lambda \theta f_0 + \|G(z)\|_{\ell_1} L_{\xi} + \|H(z)k_g C(z)\|_{\ell_1} \|r\|_{\ell_\infty} + \|x_{in}\|_{\ell_\infty}}{1 - \lambda \theta}.
\] (25)

The proof of this Lemma is found in Appendix A.4.

Finally, we define the following proper and BIBO stable transfer function
\[
H_1(z) = \frac{1}{c_0^T H(z)} c_0^T,
\] (26)
where \(c_0 \in \mathbb{R}^n\) and ensures that \(c_0^T H(z)\) is a minimum phase transfer function with relative degree one. The full derivation is found in Appendix A.5.

3.2.2 Transient and Steady-State Performance

The \(\ell_1\) adaptive controller is tracking the state of a closed-loop reference system. In this section we first characterize the closed-loop reference system for the class of systems in (3) and show that it is stable. Then, we show that the \(\ell_1\) controlled system tracks the closed-loop reference system in transient and steady state with quantifiable bounds. Consider the following nonadaptive system.

\[
\begin{aligned}
x_{ref}(k + 1) &= A_m x_{ref}(k) + b_m u_{ref}(k) + \theta^T x_{ref}(k) + \xi, \\
u_{ref}(z) &= -C(z)(\theta^T x_{ref}(z) + \xi - k_g r(z)), \\
y_{ref}(k) &= c_m^T x_{ref}(k).
\end{aligned}
\] (27)

In the next Lemma we first show that the closed-loop reference system (27) is stable.

Lemma 5. If \(\|G(z)\|_{\ell_1} L_{\theta} < 1\), and \(\|G(z)\|_{\ell_1} L_{\xi} < \infty\), then (27) is bounded-input, bounded-state (BIBS) stable with respect to \(r(z)\) and \(x_0\).

Proof. From the definition in (27), it follows that:
\[
x_{ref}(z) = H(z)k_g C(z)r(z) + G(z)\theta^T x_{ref}(z) + G(z)\xi + x_{in}(z),
\] (28)
where \(x_{in}(z)\) is defined in (15). Since \(H(z), C(z)\) and \(G(z)\) are proper BIBO stable discrete-time transfer functions, it follows from (27) that for all \(i \in \mathbb{N} \cup \{0\}\) the following bound holds:
\[
\|x_{ref}\|_{\ell_\infty} \leq \|H(z)k_g C(z)\|_{\ell_1} \|r\|_{\ell_\infty} + \|G(z)\|_{\ell_1} \|x_{ref}\|_{\ell_\infty} + \|G(z)\|_{\ell_1} L_{\xi} + \|x_{in}\|_{\ell_\infty}.
\] (29)
Since \(A_m\) is stable, \(x_{in}(k)\) is uniformly bounded. Then, we have the following relationship
\[
\|G(z)\|_{\ell_1} = \max_{m=1,\ldots,n} \|G_m(z)\|_{\ell_1} \sum_{p=1}^{n} |\theta_p| \leq \|G(z)\|_{\ell_1} L_{\theta} < 1,
\] (30)
where \(\|G_m(z)\|_{\ell_1}\) is the \(\ell_1\)-norm for the impulse response for each output \(g_m(k)\) where \(m = 1, \ldots, n\). Recall from Assumption 1 that \(\xi \in \Xi\). Then we have the following relationship
\[
\|G(z)\|_{\ell_1} = \max_{m=1,\ldots,n} \|G_m(z)\|_{\ell_1} |\xi| \leq \|G(z)\|_{\ell_1} L_{\xi} < \infty.
\] (31)
Consequently, we can write
\[
\|x_{ref}\|_{\ell_\infty} \leq \frac{\|H(z)k_g C(z)\|_{\ell_1} \|r\|_{\ell_\infty} + \|G(z)\|_{\ell_1} L_{\xi} + \|x_{in}\|_{\ell_\infty}}{1 - \|G(z)\|_{\ell_1} L_{\theta}}.
\] (32)
Since \(r(k)\) and \(x_{in}(k)\) are uniformly bounded, \(\|G(z)\|_{\ell_1} L_{\theta}\) is bounded, and (32) holds uniformly for all \(i \in \mathbb{N} \cup \{0\}\), \(x_{ref}(k)\) is uniformly bounded. Boundedness of \(y_{ref}(k)\) follows from its definition.

We have characterized and shown that the closed-loop reference system is stable. Next, we show that the \(\ell_1\) controlled system tracks the closed-loop reference system with quantifiable bounds for the state and input. The following theorem shows that the difference between states and inputs of the \(\ell_1\) controlled system and the closed-loop reference system (27) is bounded.
Theorem 1. For the system in (3) and the controller defined via (4) – (5) and (8) subject to the $\ell_1$-norm condition in (9), we have
\[
\| x_{ref} - x \|_{\ell_1} \leq \gamma_1, \quad \| u_{ref} - u \|_{\ell_1} \leq \gamma_2, \tag{33}
\]
where
\[
\gamma_1 \triangleq \frac{\| C(z) \|_{\ell_1}}{1 - \| G(z) \|_{\ell_1} L_\theta \gamma_0}, \tag{34}
\]
\[
\gamma_2 \triangleq \| H_1(z) \|_{\ell_1} \gamma_0 + \| C(z) \theta^T \|_{\ell_1} \gamma_1,
\]
and $\gamma_0$ is defined in (11).

Proof. The response of the closed-loop system in (3) with the $\ell_1$ adaptive controller in (8) can be written in the $z$ domain as:
\[
x(z) = H(z)C(z)k_\gamma r(z) - H(z)C(z)\hat{\eta}(z) + H(z)(\theta^T x(z) + \xi) + x_{in}(z)
\]
\[
= H(z)C(z)k_\gamma r(z) - H(z)C(z)\hat{\eta}(z) + G(z)(\theta^T x(z) + \xi) + x_{in}(z),
\]
where $H(z)$ and $G(z)$ were defined in (10). The above equality holds because $\hat{\eta}(z) = \eta(z) - \rho^T \left[ x(z) \right]_1$ and $-\hat{\eta}(z) - \rho^T \left[ x(z) \right]_1$. From the definition of the closed-loop reference system in (27), it follows that
\[
x_{ref}(z) = H(z)k_\gamma C(z)r(z) + G(z)\rho^T \left[ x_{ref}(z) \right]_1 + x_{in}(z).
\]
The expressions above and the predictor error dynamics in (18) allow us to write
\[
x_{ref}(z) - x(z) = G(z)\rho^T \left[ x_{ref}(z) \right]_1 - \left[ x(z) \right]_1 + H(z)C(z)\hat{\eta}(z)
\]
\[
= G(z)\theta^T (x_{ref}(z) - x(z)) + H(z)C(z)\hat{\eta}(z)
\]
\[
= G(z)\theta^T (x_{ref}(z) - x(z)) + C(z)\tilde{x}(z),
\]
which implies that
\[
\| (x_{ref} - x) \|_{\ell_1} \leq \| G(z) \theta^T \|_{\ell_1} \| (x_{ref} - x) \|_{\ell_1} + \| C(z) \|_{\ell_1} \| \tilde{x} \|_{\ell_1} \| (x_{ref} - x) \|_{\ell_1}.
\]
Then, the bounds in (30) and (24) lead to the following uniform upper bound:
\[
\| (x_{ref} - x) \|_{\ell_1} \leq \frac{\| C(z) \|_{\ell_1} \| \tilde{x} \|_{\ell_1} \| (x_{ref} - x) \|_{\ell_1}}{1 - \| G(z) \|_{\ell_1} L_\theta \gamma_0} \leq \frac{\| C(z) \|_{\ell_1}}{1 - \| G(z) \|_{\ell_1} L_\theta \gamma_0} \gamma_0.
\]
To derive the second bound, notice that (8) and (27) lead to:
\[
u_{ref}(z) - u(z) = -C(z) \left( \rho^T \left[ x_{ref}(z) \right]_1 - k_\gamma r(z) \right) + C(z)(\hat{\eta}(z) - k_\gamma r(z))
\]
\[
= -C(z) \rho^T \left[ x_{ref}(z) \right]_1 + C(z)\hat{\eta}(z)
\]
\[
= -C(z)\theta^T x_{ref}(z) - C(z)\xi + C(z)(\hat{\eta}(z) + \theta^T x(z) + \xi)
\]
\[
= C(z)(\hat{\eta}(z) - C(z)\theta^T (x_{ref}(z) - x(z))).
\]
It follows from the error dynamics in (18) and the definition of $H_1(z)$ in (26) that
\[
C(z)\hat{\eta}(z) = C(z)\frac{c_0^T H(z)}{c_0^T H(z)} \hat{\eta}(z) = H_1(z)H(z)\hat{\eta}(z) = H_1(z)\tilde{x}(z),
\]
which implies that
\[
u_{ref}(z) - u(z) = H_1(z)\tilde{x}(z) - C(z)\theta^T (x_{ref}(z) - x(z)),
\]
and the following bound holds
\[
\| (u_{ref} - u) \|_{\ell_1} \leq \| H_1(z) \|_{\ell_1} \| \tilde{x} \|_{\ell_1} \| (x_{ref} - x) \|_{\ell_1} + \| C(z) \theta^T \|_{\ell_1} \| (x_{ref} - x) \|_{\ell_1}.
\]
This bound holds uniformly. The bounds in (24) and (39) lead to
\[
\|u_{\text{ref}} - u\|_{\mathcal{L}_\infty} \leq \|H_1(z)\|_{\mathcal{L}_1} \gamma_0 + \|C(z)\theta^T\|_{\mathcal{L}_1} \gamma_1.
\] (44)

In this subsection we used Lemma 5 to show that the closed-loop reference system (27) is BIBS stable. Then, in Theorem 1 we showed that the difference between the state and input of the $\ell_1$ controlled system and the state and input of the stable closed-loop reference system is bounded.

### 3.3 Performance Bounds

Notice that the LTI closed-loop reference system (27) is not realizable as it depends on knowing the true value of $\theta$ and $\xi$; hence, it cannot be used to describe the $\ell_1$ controlled system. In this subsection we show that the $\ell_1$ controlled system stays close to a known linear model. Further, we show that the difference between these two systems is bounded.

The $\ell_1$ adaptive controller is able to cancel the uncertainties of the system exactly when the uncertainties are within the bandwidth of the low-pass filter. In this ideal scenario, the system response is the following:
\[
x_{id}(k + 1) = A_{id}x_{id}(k) + b_{id}k_gr(k),
\] (45)
where the subscript $x_{id}$ is used to denote the ideal response. All variables of the ideal system are known; hence, it can be implemented. Next, we show that there exists a uniform upper bound for the difference between the ideal (45) and the $\ell_1$ controlled system. This bound will be later used in the robust MPC implementation.

**Theorem 2.** For the system (3) and the controller defined via (4)-(5) and (8) subject to the $\ell_1$-norm condition in (9), we have
\[
\|x_{id} - x\|_{\mathcal{L}_\infty} \leq \|H(z)(1 - C(z)k_g)\|_{\mathcal{L}_1} \gamma_0 + \|H(z)H_1(z)\|_{\mathcal{L}_1} \gamma_0 + \lambda_\theta (\|\hat{x}\|_{\mathcal{L}_\infty} + \gamma_0) + \lambda_\xi.
\] (46)

**Proof.** The response of the ideal system in the $z$ domain can be written as:
\[
x_{id}(z) = H(z)k_gr(z) + x_{in}(z).
\] (47)
The response of the closed-loop system in (3) with the $\ell_1$ adaptive controller in (8) can be written in the $z$ domain as (35). The latter implies that:
\[
x(z) - x_{id}(z) = H(z)k_g(C(z) - 1)r(z) - H(z)C(z)\hat{\eta}(z) + H(z)(\theta^T x(z) + \xi)
= H(z)k_g(C(z) - 1)r(z) - H(z)C(z)\hat{\eta}(z) + G(z)(\theta^T x(z) + \xi)
= H(z)k_g(C(z) - 1)r(z) - H(z)H_1(z)\bar{x}(z) + G(z)(\theta^T x(z) + \xi).
\] (48)
Using the above, the following uniform bound can be derived
\[
\|(x - x_{id})\|_{\mathcal{L}_\infty} \leq \|H(z)k_g(C(z) - 1)\|_{\mathcal{L}_1} \gamma_0 \|r\|_{\mathcal{L}_1} \gamma_0 + \|H(z)H_1(z)\|_{\mathcal{L}_1} \gamma_0
+ \lambda_\theta (\|\hat{x}\|_{\mathcal{L}_\infty} + \|\bar{x}\|_{\mathcal{L}_\infty}) + \lambda_\xi,
\] (49)
where $\gamma_0$ was defined in (11) and $\|\hat{x}\|_{\mathcal{L}_\infty}$ was defined in (25).

Ideally, the controller would be able to compensate for all the unknown parameters in the system, which would make the controlled system behave exactly as the ideal system (45). However, this is not always possible and modeling errors arise. In Theorem 2 we showed that there exists a uniform upper bound for the difference between the real and the ideal system. This bound can be interpreted as a bound on the modeling error of the adaptive system by the linear model (45), which is required for the implementation of the robust MPC, as will be shown in the next section.

### 4 Robust Model Predictive Control

In the nominal implementation of MPC, it is difficult to incorporate plant model uncertainties explicitly and to guarantee robust stability of the origin. Robust MPC implementations are able to account for the above, but require a bound on the disturbance in
the system, which may be thought of as a modeling error. In section 3, we presented a discrete-time state feedback $\ell_1$ adaptive controller that is able to provide a system model and an upper bound on the modeling error. For the framework proposed in this paper, any robust MPC implementation that has a bounded additive disturbance can be used. In this work we use the robust MPC for linear systems with additive disturbance proposed in [22]. For convenience and completeness, we briefly describe the robust MPC approach. The discrete-time system with additive disturbances to be controlled by the robust MPC is described by

$$ x(k + 1) = A_m x(k) + b_m u(k) + w, $$

where $x(k) \in \mathbb{R}^n$ is the state at time step $k$, $u \in \mathbb{R}$ is the input, $w \in \mathbb{R}^n$ is a bounded disturbance, and $x(k + 1)$ denotes the successor state. The system is subject to state and input constraints

$$ u \in \cup, \quad x \in \mathbb{X}, $$

where $\cup \subset \mathbb{R}$ is compact, $\mathbb{X} \subset \mathbb{R}^n$ is closed, and each set contains the origin in its interior. We further assume that $\cup$ and $\mathbb{X}$ are polytopic. The disturbance is given by

$$ w \in W, $$

where $W$ is compact, polytopic, and contains the origin. Let $u = [u(0), \ldots, u(H - 1)]$ be the control sequence and $w = [w(0), \ldots, w(H - 1)]$ be the disturbance sequence, where $H$ is the RMPC time horizon. Let $\phi(k; x, u, w)$ be the solution of (50) at time $k$ when the initial state is $x$ (at time 0) and the control and disturbance sequences are $u$ and $w$, respectively. We define the nominal system corresponding to (50) as

$$ \ddot{x}(k + 1) = A_m \ddot{x}(k) + b_m \ddot{u}(k), $$

and define $\dddot{x}(k; \ddot{x}, \ddot{u})$ as the solution of (53) at time $k$ when the initial state is $\ddot{x}$ and the control sequence is $\ddot{u} = [\ddot{u}(0), \ldots, \ddot{u}(H - 1)]$.

Let $K \in \mathbb{R}^{m \times n}$ be such that $A_K \triangleq A_m + b_m K$ is stable. Further, let $Z$ be a disturbance invariant set for the controlled uncertain system $x(k + 1) = A_K x(k) + w$ satisfying

$$ A_K Z \oplus W \subseteq Z, $$

where $\oplus$ denotes Minkowski set addition, i.e., $A \oplus B \triangleq \{ a + b | a \in A, b \in B \}$. The set $Z$ serves as the ‘origin’ for the perturbed system. In order to reduce conservativness, the set $Z$ should be as small as possible. Different ways to calculate and minimize $Z$ are presented in [22]. We follow [19] to compute $Z$ as a polytopic, disturbance invariant, outer approximation of the minimal robust positively invariant set. The following Proposition is introduced as it is required for the definition of the controller. It states that the feedback policy $u(k) = \ddot{u}(k) + K(\ddot{x}(k) - \ddot{x}(k))$ keeps the states $x(k)$ of the uncertain system (50) close to the states $\ddot{x}(k)$ of the nominal system (53) for all $\ddot{u}()$, $x(k) \in \ddot{x}(k) \oplus Z$ if $x(0) \in \ddot{x}(0) \oplus Z$.

**Proposition 1.** Suppose $Z$ is disturbance invariant for $x(k + 1) = A_K x(k) + w$. If $x(k) \in \ddot{x}(k) \oplus Z$ and $u(k) = \ddot{u}(k) + K(\ddot{x}(k) - \ddot{x}(k))$, then $x(k + 1) \in \ddot{x}(k + 1) \oplus Z$ for all $w \in W$ where $x(k + 1) = A_m x(k) + b_m u(k) + w$ and $\ddot{x}(k + 1) = A_m \ddot{x}(k) + b_m \ddot{u}(k)$.

The robust MPC used in this work has three main changes compared to nominal MPC (i) addition of the initial state as a decision variable, (ii) tightening of state and input constraints, and (iii) modification of the control law to include an ancillary controller. Recall that when there are additive disturbances, it may not be true that the cost function decreases for the next step for all disturbances affecting the system. Moreover, the set $Z$ is invariant under state feedback with gain $K$. Hence, we need to establish robust asymptotic stability of $Z$. To do this, the optimization problem incorporates the initial state. This is possible as the initial state $x_0$ in the optimal control problem is not the current state $x(0)$ of a plant, but a parameter of the control law. The problem $\ell_1^*(x(k))$ for the robust MPC is defined as follows

$$ V_H^*(x(k)) = \min_{x_0, u} \left\{ V_H^*(x_0, u) | u \in U_H^*(x_0), \ x(k) \in x_0 \oplus Z \right\}, $$

$$ (x_0^*(k(x)), u^*(x(k))) = \arg \min_{x_0, u} \left\{ V_H^*(x_0, u) | u \in U_H^*(x_0), \ x(k) \in x_0 \oplus Z \right\}, $$

where the cost function $V_H^*(\cdot)$ is defined over the time horizon $H$ by

$$ V_H(x(k), u) \triangleq \sum_{i=0}^{H-1} l(x(i), u(i)) + V_f(x(H)), $$

where the stage cost $l$ and terminal cost $V_f$ are defined as

$$ l(x, u) \triangleq x^T Q_{MPC} x + u^T R_{MPC} u, \quad V_f(x) \triangleq x^T P_{MPC} x, $$
and $Q_{\text{MPC}}$, $R_{\text{MPC}}$ and $P_{\text{MPC}}$ are positive definite. Note that the problem $P^*_H(x(k))$ incorporates the initial state as a decision variable. Moreover, $U^*_H(x(k))$ is the set of control sequences satisfying the tighter control, state and terminal constraints defined by

$$\begin{align*}
   u(i) &\in \bar{U} \triangleq \mathcal{U} \cup KZ, \quad i \in I_{H-1}, \\
   x(i) &\in \bar{X} \triangleq \mathcal{X} \cup Z, \quad i \in I_{H-1}, \\
   x(H) &\in \bar{X}_f \subset \mathcal{X} \cup Z,
\end{align*}$$

where $I_{H-1} \triangleq \{0, 1, \ldots, H - 1\}$, and $\bar{X}_f$ is the terminal constraint set for $P^*_H(x(k))$, which is assumed to have a non-empty interior. We choose $\bar{X}_f$ as the maximal robust positively invariant set, which is polytopic due to the polytopic input and state constraints, and compute it following $\text{(54)}$ for the tightened input and state constraints. Note that the minimal $Z$ is proportional to $W$. Therefore, we assume that the set $W$ is small enough to ensure that $Z \subset \text{interior}(\mathcal{X})$ and $KZ \subset \text{interior}(\mathcal{U})$. Hence, the set of input sequences satisfying the tighter input, state, and terminal constraints is given by

$$U^*_H(x) = \{ u | u(i) \in \bar{U}, \phi(i; x, u) \in \bar{X}, \forall i \in I_{H-1}, \tilde{\phi}(H; x, u) \in \bar{X}_f \},$$

where $x(i) = \tilde{\phi}(i; x, u)$.

The initial state $x_0$ of the model is a decision variable that can be varied if it satisfies the following constraint

$$x(k) \in x_0 \oplus Z,$$

where $x(k)$ is the current state of the system being controlled. It can be shown that $P^*_H(x(k))$ is a quadratic program (QP) that yields the optimal control sequence $u^*(x(k)) \triangleq \{u^*_0(x(k)), \ldots, u^*_{H-1}(x(k))\}$ and the optimal state sequence $x^*(x(k)) \triangleq \{x^*_0(x(k)), \ldots, x^*_H(x(k))\}$ where, for each $i > 0$, $x^*_i(x(k)) = \phi(i; x^*_0(x(k)), u^*(x(k)))$. Note that the optimal state $x^*_0(x(k))$ is not necessarily equal to the current state $x(k)$. A pair $(x_0, u)$ is a feasible solution of $P^*_H(x(k))$ if $x(k) \in x_0 \oplus Z$ and $u \in U^*_H(x_0)$.

We propose the following implicit model predictive control law $\kappa_H^*(\cdot)$, yielded by the solution of $P^*_H(x(k))$

$$\kappa_H^*(x(k)) \triangleq u^*_0(x(k)) + K(x(k) - x^*_0(x(k))).$$

The control $\kappa_H^*(x(k))$ is not necessarily equal to $u^*_0(x(k))$, as in conventional model predictive control. Let $x(k)$ be an arbitrary state in

$$X_H \triangleq \{ x | \exists x_0 \text{ such that } x(k) \in x_0 \oplus Z, U^*_H(x_0) \neq \emptyset \},$$

the domain of the value function $V^*_H(\cdot)$. The optimal control and state trajectories for the problem $P^*_H(x(k))$, $u^*(x(k))$ and $x^*(x(k))$, respectively, satisfy

$$u^*_i(x(k)) \in \bar{U} \cup KZ,$$

$$x^*_i(x(k)) \in \bar{X} \cup Z, \forall i \in I_{H-1} \quad \text{and}$$

$$x^*_H(x(k)) \in \bar{X}_f \subset \mathcal{X} \cup Z.$$ 

In $\text{(62)}$, it was shown that for the above robust model predictive controller, the set $Z$ is robustly exponentially stable for the controlled uncertain system $x(k + 1) = A_x x(k) + b_m \kappa_H^*(x(k)) + w$ where $w \in W$, and that the region of attraction is $X_H$.

Finally, we can write the constrained finite-time optimal control (CFTOC) problem to be solved for RMPC at time step $k$ as

$$V^*_H(x(k)) = \min_{x, u} \sum_{i=0}^{H-1} l(x_i, u_i) + V_f(x_H)$$

s.t. $x_{i+1} = A_x x_i + b_m u_i, \forall i \in I_{H-1}$

$$x_i \in \bar{X}, \forall i \in I_H$$

$$u_i \in \bar{U}, \forall i \in I_{H-1}$$

$$x_H \in \bar{X}_f$$

$$x(k) \in x_0 \oplus Z.$$ 

The first input from the obtained optimal control sequence $u^*(x(k))$ is then passed to $\text{(62)}$ and the resulting control $\kappa_H^*(x(k))$ is applied to the system $\text{(50)}$. This procedure is repeated for all following time steps in a receding horizon manner.
5 | ROBUST ADAPTIVE MPC FRAMEWORK

This section presents the proposed robust adaptive MPC framework (see Fig. 1), which yields the RMPC-$\ell_1$ controller. We propose an $\ell_1$ adaptive controller (orange dashed box in Fig. 1) as an underlying controller to a robust MPC (blue box in Fig. 1) to achieve low-cost and accurate stabilization to the origin of a system with parametric uncertainties and state and input constraints. The key idea of this framework is to leverage characteristics of the discrete-time state feedback $\ell_1$ adaptive controller to satisfy the requirements for the linear robust MPC and vice versa.

In section 3, we showed that the proposed discrete-time state feedback $\ell_1$ adaptive controller is able to make a system behave close to an ideal linear system (45). The ideal system behavior is achievable only if all the uncertainties in the system are canceled, which is not always attainable. Therefore, the behavior of the controlled system may deviate from the ideal system behavior. We showed that the deviation between ideal and $\ell_1$ controlled system behavior is bounded (46) and can be thought of as a bound on the modeling error. We can then reformulate the ideal linear system (45) as a linear system with the bounded additive disturbance (46) as:

$$x(k + 1) = A_m x(k) + b_m k_{\ell_1} u(k) + w,$$

where $b_{\ell_1} = b_m k_{\ell_1}$, $k_{\ell_1}$ is defined in section 3.1, and $x \in \mathbb{X}$, $u \in \mathbb{U}$ as in (51) and $w \in W_{\ell_1}$. This input is used as the reference signal $r$. This is repeated for all time steps in a receding horizon fashion. Moreover, since the robust MPC is able to handle input and state constraints, it can guarantee that the states and references to the $\ell_1$ controlled system are constrained to sets where the bound (46) holds. In summary, the underlying $\ell_1$ adaptive controller is able to provide a linear system model with bounded disturbance and the reference is constrained by the bounded sets $\mathbb{X}$ and $\mathbb{U}$, respectively. Therefore, the bound on the modeling error (46) exists and can be obtained.

In section 4, we described a robust MPC for linear systems with bounded additive disturbances of the form (66). In contrast to the RMPC formulation, the RMPC-$\ell_1$ uses the input matrix $b_{\ell_1}$ and the disturbance set $W_{\ell_1}$. In general, this requires a different choice for the stabilizing state feedback gain, that we denote as $K_{\ell_1}$, and the terminal cost function, which we define as

$$V_{f, \ell_1}(x) = x^T P_{MPC, \ell_1} x.$$  

Following (25) we determine the disturbance invariant set $Z_{\ell_1}$ as a polytopic approximation for system (66) with $A_m$, $b_{\ell_1}$, $K_{\ell_1}$ and $W_{\ell_1}$. Alternatively, we can also directly use the modeling error (46) as an over-approximation of an RPI set for constraint tightening and remove the optimization over the initial state in the RMPC formulation for recursive feasibility (27). Tightening the state and input constraints using the disturbance invariant set $Z_{\ell_1}$ yields $\tilde{X}_{\ell_1}$ and $\tilde{U}_{\ell_1}$. Then we obtain the terminal set $\tilde{\tilde{X}}_{f, \ell_1}$ as the maximal robust positively invariant set for the tightened $\tilde{X}_{\ell_1}$ and $\tilde{U}_{\ell_1}$ and the gain $K_{\ell_1}$ for system (66). After defining all the necessary sets, the terminal cost and the feedback gain for the proposed robust adaptive MPC, we can write the CFTOC problem to be solved at time $k$ as

$$V_{f, \ell_1}(x(k)) = \min_{x_i, u_i} \sum_{i=0}^{H-1} l(x_i, u_i, \ell_1) + V_{f, \ell_1}(x_H, \ell_1)$$

s.t. $x_{i+1, \ell_1} = A_m x_i, u_i, \ell_1, \forall i \in I_{H-1}$

$$x_i, u_i \in x_{\ell_1}, \forall i \in I_H$$

$$u_i, \ell_1 \in U_{\ell_1}, \forall i \in I_{H-1}$$

$$x_H, \ell_1 \in \tilde{\tilde{X}}_{f, \ell_1}$$

where the first element of the optimal control input sequence $u_{0, \ell_1}^*(x(k))$ is used inside the ancillary controller

$$u_{0, \ell_1}^*(x(k)) = u_{0, \ell_1}^*(x(k)) + K_{\ell_1} x(k) - x_{0, \ell_1}^*(x(k)).$$

This input is used as the reference signal $r(k)$ for the underlying $\ell_1$ adaptive controller. The above CFTOC for the robust adaptive MPC is solved again at the next time step with the initial state $x(k+1)$ and the next reference to the underlying $\ell_1$ AC is provided. This is repeated for all time steps in a receding horizon fashion. Moreover, since the robust MPC is able to handle input and state constraints, it can guarantee that the states and references to the $\ell_1$ controlled system are constrained to sets where the bound (46) holds. In summary, the underlying $\ell_1$ adaptive controller is able to provide a linear system model with bounded disturbance and the reference is constrained by the bounded sets $\mathbb{X}$ and $\mathbb{U}$, respectively. Therefore, the bound on the modeling error (46) exists and can be obtained.
additive disturbances to be used by the RMPC; while the RMPC provides the $\ell_1$ adaptive controller with a reference signal that lies within the bounds that make the bound (40) hold. In this way, we achieve stabilization in the presence of modeling errors.

The proposed approach has been formulated for SISO systems with constant matched disturbances. As stated above, the system has to satisfy the assumptions of the $\ell_1$ adaptive controller and the RMPC. In particular, (i) the $\ell_1$ adaptive controller must provide a bound for the difference between the behavior of the ideal system and the $\ell_1$ controlled system, (ii) the ideal system should be a linear system with an additive disturbance [50], and (iii) the RMPC must be able to satisfy the input constraint of the $\ell_1$ controlled system. Therefore, it is possible to extend this approach to MIMO systems with time-varying matched and unmatched uncertainties if an appropriately designed underlying $\ell_1$ adaptive controller is able to provide a bound for the difference between the behavior of the ideal system and the $\ell_1$ controlled system.

6 | ILLUSTRATIVE EXAMPLE

This section presents a numerical example for the proposed robust adaptive MPC. We assess the proposed framework with respect to three metrics: (i) feasibility, (ii) performance, and (iii) accuracy of the stabilization task. In order to do this, we compare the performance of the proposed framework (RMPC-$\ell_1$) to the performance of the following baseline controllers: (i) Linear Quadratic Regulator (LQR), (ii) nominal MPC (MPC), (iii) robust MPC (RMPC), (iv) LQR with underlying $\ell_1$ adaptive control (LQR-$\ell_1$), (v) MPC with underlying $\ell_1$ adaptive control (MPC-$\ell_1$), and (vi) $\ell_1$ adaptive control ($\ell_1$ AC).

The proposed and baseline controllers are used to stabilize the constrained system defined by

$$
\begin{align*}
\begin{bmatrix}
 x_1(k+1) \\
 x_2(k+1)
\end{bmatrix} &=
\begin{bmatrix}
 1 & 0.5 \\
 -0.5 & -0.2
\end{bmatrix}
\begin{bmatrix}
 x_1(k) \\
 x_2(k)
\end{bmatrix} +
\begin{bmatrix}
 0.5 \\
 0.5
\end{bmatrix}
(\omega(k) + \theta^T x(k) + \xi),
\end{align*}
$$

where $\theta = [\theta_1 \ \theta_2]^T$. For this example, we consider a stable system and set $k_m = [0 \ 0]^T$, which yields $A_m = A$. The state constraints are $x \in \Xi \triangleq \{ x \in \mathbb{R}^2 \mid |x_1| \leq 5, \ |x_2| \leq 2 \}$; and the input constraint is $u \in \mathcal{U} \triangleq \{ u \in \mathbb{R} \mid |u| \leq 5 \}$. The unknown parameters lie in $\Theta \triangleq \{ \theta \in \mathbb{R}^2 \mid \|\theta\|_{\infty} \leq 0.05 \}$ and $\xi \in \Xi \triangleq \{ \xi \in \mathbb{R} \mid |\xi| \leq 0.2 \}$. In the experiments we use the following values for the unknown parameters $\theta = [-0.0425, \ -0.0425]^T$ and $\xi = -0.175$.

In this section we first provide details on the implementation of the proposed and baseline controllers. Then, we will specify the metrics we use to compare the controllers in the next section. Finally, we show numerical results comparing the different controllers according to the defined metrics.

6.1 | Proposed and Baseline Control Implementation

In this section we present implementation details of the proposed controller and the six baseline controllers. We begin by describing the implementation of the $\ell_1$ adaptive controller. The $\ell_1$ adaptive controller is defined in equations (4), (5), and (8).

For this numerical example, we choose $C(z)$ as a first-order, low-pass filter of the form:

$$
C(z) = \frac{\alpha_{\ell_1}}{1 + (\alpha_{\ell_1} - 1)z^{-1}},
$$

where $\alpha_{\ell_1} = 0.95$. One of the main restrictions posed in Assumption 2 is the satisfaction of the inequality $(e^{\rho_{\text{max}}} - 1)4n\epsilon_1^2 < 2$. With this choice of $\alpha_{\ell_1}$, the latter inequality is satisfied since $(e^{\rho_{\text{max}}} - 1)4n\epsilon_1^2 = 0.0021$. Moreover, we initialize the adaptive parameter as $\hat{\rho}_0 = [0, 0, 0]^T$.

The baseline controllers consist of optimization-based controllers with (see Fig. 2) and without (see Fig. 3) an underlying $\ell_1$ adaptive controller. In the following we show that the implementation of the optimization-based controllers depends on the presence or absence of an underlying $\ell_1$ adaptive controller. The $\ell_1$ adaptive controller makes the system behave close to an ideal system of the form (45). We consider that the ideal system has an additive disturbance as in (66) since there exists a bounded difference between the behavior of the $\ell_1$ controlled system and the behavior of the ideal system. Using the numerical values
of (71), we can rewrite (66) as
\[
x(k + 1) = \begin{bmatrix} 1 & 0.5 \\ -0.5 & -0.2 \end{bmatrix} x(k) + \begin{bmatrix} 0.1470 \\ 0.1470 \end{bmatrix} u(k) + w.
\] (72)

where \( w \in W_\ell_1 \). In this work we approximate \( W_\ell_1 \) through experiments using system (71) with an underlying \( \ell_1 \) adaptive controller since the bound computed with (46) is too conservative. For this numerical example, three out of the four terms to the right of (46) (without \( \| H(z)H_1(z)\|_\ell_1 \gamma_0 \)) add up to 0.7922, which would yield a tightened constrained state set \( \bar{X} \) that is overly conservative (compared to the tightened constrained state set \( \bar{X} \) that is calculated below using the disturbance invariant set \( Z_{\ell_1} \)). Notice that the bound (46) depends on the system matrices \( A_m, b_m \), the chosen low-pass filter \( C(z) \), the \( \ell_\infty \)-norm of the reference signal, the bounds on the parameter sets \( \Theta, \Xi \), and the initial state of the system. Moreover, we have state \( X \) and input \( U \) constraints for this problem. Therefore, we estimate \( W_\ell_1 \) from experiments by (i) setting the initial state \( x_0 \) as each of the vertices of \( X \), (ii) setting the reference \( r(k) \) as a step function where the step size is as large as possible while satisfying the input constraint, i.e., \( r(k) = 5 \) and \( r(k) = -5 \) for \( k > 1 \), and (iii) setting \( \theta \) and \( \xi \) with values at the boundary of the parameter sets \( \Theta, \Xi \). For each experiment \( i \), the maximum disturbance value \( w_{i,\text{max}} \) is calculated as the difference between the actual next state \( x(k+1) \) obtained in the experiments and the undisturbed next state \( x_{id}(k+1) \) calculated using (72) with \( w = 0 \) and \( x_{id}(k) = x(k) \).

Finally, we find the maximum disturbance encountered in all the experiments \( w_{\text{max}} \) and set \( W_\ell_1 \triangleq \{ w \in \mathbb{R}^2 \mid \| w \|_\infty \leq 0.3118 \} \) for this numerical example. For systems without an underlying \( \ell_1 \) adaptive controller, it is convenient to rewrite (71) to match the form of (50), with the parametric uncertainties lumped in \( w \). For this numerical example, (71) can be rewritten as
\[
x(k + 1) = \begin{bmatrix} 1 & 0.5 \\ -0.5 & -0.2 \end{bmatrix} x(k) + \begin{bmatrix} 0.5 \\ 0.5 \end{bmatrix} u(k) + w.
\] (73)

where \( w \in W \), and \( W \) can be calculated given the state constraints, bounds on the unknown parameters, and \( b_m \). In this work, we approximate \( W \) as the difference between the true (disturbed) system (50) and the undisturbed system (where \( \theta, \xi = 0 \)). Then the disturbance set \( W \) is the outer bounding box approximation of \( W \), which is determined from the known parameter sets \( \Theta \) and \( \Xi \) by
\[
W = \bigcup_{v \in \text{extreme}(\Theta)} b_m (v^T X \oplus \Xi),
\] (74)

where \( \text{extreme}(\Theta) \) denotes the set of vertices of \( \Theta \). For this numerical example, the set \( W \) is defined by \( W \triangleq \{ w \in \mathbb{R}^2 \mid \| w \|_\infty \leq 0.275 \} \).

In the next calculations we use \( b_r \) for controllers with an underlying \( \ell_1 \) adaptive controller (Fig. 2), and \( b_m \) for controllers without an underlying \( \ell_1 \) adaptive controller (Fig. 3).

---

**FIGURE 2** Architecture of baseline controllers with an underlying \( \ell_1 \) adaptive control.

---

**FIGURE 3** Architecture of baseline controllers without an underlying \( \ell_1 \) adaptive control.
Next, we give implementation details of the baseline controllers LQR and LQR-$\epsilon_1$. The infinite-horizon discrete-time LQR cost function has the following weights:

$$Q = \begin{bmatrix} 1 & 0 \\ 0 & 0.1 \end{bmatrix}, \quad R = 0.055.$$  \hfill (75)

Using the above weights and the nominal ($w = 0$) versions of systems (73) and (72) we can calculate the following LQR gains $K_{LQR} = [-1.2846, -0.6592]$ and $K_{LQR, \epsilon_1} = [-2.3313, -1.2108]$ for the LQR and LQR-$\epsilon_1$ approach, respectively. For the LQR-$\epsilon_1$ approach, the input calculated with the $K_{LQR, \epsilon_1}$ gain is passed to the $\epsilon_1$ adaptive controller as reference signal.

In the following we present implementation details for the baseline controllers MPC and MPC-$\epsilon_1$. The cost function for the nominal MPC uses the weights in (75). Recall that the terminal cost has a weight $P$, which is the value function for the nominal ($w = 0$) versions of systems (72) and (72) for the MPC and MPC-$\epsilon_1$ approach, respectively. The $P_{MPC}$ and $P_{MPC, \epsilon_1}$ values are:

$$P_{MPC} = \begin{bmatrix} 1.3625 & 0.1739 \\ 0.1739 & 0.1835 \end{bmatrix}, \quad P_{MPC, \epsilon_1} = \begin{bmatrix} 1.8490 & 0.4253 \\ 0.4253 & 0.3135 \end{bmatrix}.$$  \hfill (76)

Moreover, the state an input constraints used for MPC and MPC-$\epsilon_1$ are $\mathcal{X}$ and $\mathcal{U}$, which are not tightened by a disturbance invariant set. The nominal MPC implementation does not consider the initial state as a decision variable. Further, the terminal sets $\mathcal{X}_f$ for MPC and $\mathcal{X}_f, \epsilon_1$ for MPC-$\epsilon_1$ are determined according to (29) using the nominal state and input constraints $\mathcal{X}$ and $\mathcal{U}$ with the appropriate system matrices (73) and (72) and LQR gains obtained above. Note that the terminal set $\mathcal{X}_f$ for MPC is a control invariant set for the nominal ($w = 0$) version of system (73) under state feedback with gain $K_{LQR}$. The same holds for the case with an underlying $\epsilon_1$ AC. For the MPC-$\epsilon_1$ approach, the first element of the optimal input sequence obtained by solving the CFTOC is passed to the $\epsilon_1$ adaptive controller as reference signal $r(k)$.

Similar to the nominal MPC implementations we use the weights in (75) and (76) for RMPC and the proposed RMPC-$\epsilon_1$. In this work, the ancillary controller gains $K$ and $K_\epsilon$ are computed as the state feedback gains $K_{LQR}$ and $K_{LQR, \epsilon_1}$, respectively, which we calculated above. We determine the disturbance invariant set $Z$ for RMPC as a polytopic approximation for system (73) using the procedure described in (25) and with $A_m, b_m, K$, and $W$. Similarly we obtain the disturbance invariant set $Z_\epsilon$ for RMPC-$\epsilon_1$ as a polytopic approximation for system (72) using $A_m, b_\epsilon, K_\epsilon$, and $W_\epsilon$. Finally, we calculate the tightened state $\bar{\mathcal{X}}$ and input $\bar{\mathcal{U}}$ constraints according to (59).

We run the controllers for $N = 15$ time steps, while the MPC-based controllers have a horizon $H = 9$, which is chosen such that the system reaches the terminal set in $H$ steps and the origin in the remaining $N-H$ steps. Finally, we compute the sets presented in this paper with the Multi-Parametric Toolbox (28). Then we solve the CFTOC problems for the MPC, MPC-$\epsilon_1$, RMPC, and RMPC-$\epsilon_1$ as a QP without substitution at every time step using CVXOPT (59).

7 | EVALUATION FRAMEWORK

This section introduces the three metrics that are employed to compare the different controllers: (i) feasibility, (ii) performance measured by the cost, and (iii) accuracy of a stabilization task.

7.1 | Feasibility

In the following we describe how we determine and evaluate the feasibility for the different controllers. In general, all the feasible initial conditions for which admissible control sequences exist form a controllable set. Controllers with larger controllable sets have more feasible initial conditions. Therefore, we compare controllable set sizes.

First, we describe the construction of the robust controllable sets for the RMPC and RMPC-$\epsilon_1$ approaches. For these predictive controllers the robust controllable sets are defined with respect to the prediction horizon $H$. The $H$-step robust controllable sets $\mathcal{K}_H(S)$ and $\mathcal{K}_H, \epsilon_1(S)$ for systems (73) and (72), respectively, evolve the system to the target set $S$ in $H$ steps, without violating state or input constraints for all realizations of the disturbance. Following the tube-based RMPC approach, we obtain the $H$-step robust controllable sets for systems (73) and (72) in two steps. In the first step, we calculate the $j$-step robust controllable sets $\mathcal{K}_j(S)$ and $\mathcal{K}_j, \epsilon_1(S)$, $\forall j \in I_H$, using the tightened state and input constraints $(\bar{\mathcal{X}}, \bar{\mathcal{U}})$ for the RMPC and $\bar{\mathcal{X}}_\epsilon, \bar{\mathcal{U}}_\epsilon_1$ for the RMPC-$\epsilon_1$ approach) through the recursive formula as follows

$$\mathcal{K}_j(S) = \text{Pre}(\mathcal{K}_{j-1}(S)) \cap \bar{\mathcal{X}}, \quad \mathcal{K}_j, \epsilon_1(S) = \text{Pre}(\mathcal{K}_{j-1}, \epsilon_1(S)) \cap \bar{\mathcal{X}}_\epsilon_1, \quad \mathcal{K}_0, \epsilon_1(S) = S, \quad j \in I_H \setminus \{0\}.$$  \hfill (77)
where \( \text{Pre}(\cdot) \) is the precursor or one-step backward-reachable set. We specify the target set \( \mathbb{S} \) as the terminal sets \( \mathbb{S}_f \) and \( \mathbb{S}_{f, \ell_1} \) for the RMPC and RMPC-\( \ell_1 \) approaches, respectively. In the second step, we offset the robust controllable sets at step \( H \) by the corresponding disturbance invariant set (\( \mathbb{Z} \) for the RMPC and \( \mathbb{Z}_{\ell_1} \) for the RMPC-\( \ell_1 \) approach) as follows

\[
\mathbb{K}_H(\mathbb{S}, \mathbb{Z}) = \hat{\mathbb{K}}_H(\mathbb{S}) \oplus \mathbb{Z}, \quad \mathbb{K}_{H, \ell_1}(\mathbb{S}, \mathbb{Z}_{\ell_1}) = \hat{\mathbb{K}}_{H, \ell_1}(\mathbb{S}) \oplus \mathbb{Z}_{\ell_1}. \tag{78}
\]

Initial states inside the \( H \)-step robust controllable sets have guaranteed feasibility of the CFTOC over the prediction horizon.

Second, we note that the terminal sets for LQR and LQR-\( \ell_1 \) and the \( H \)-step controllable sets for MPC and MPC-\( \ell_1 \) are inaccurate due to the unaccounted disturbance \( \nu \) in the controllers, which renders the method above inapplicable for these cases. Therefore, we use an outer approximation of the \( N \)-step controllable sets for LQR, MPC, \( \ell_1 \), AC, LQR-\( \ell_1 \), and MPC-\( \ell_1 \) obtained from simulations, where the target set is the origin. A state is feasible (belongs to the \( \ell_1 \)-step robust controllable sets have guaranteed feasibility of the CFTOC over the prediction horizon.

For a given sublevel set \( \mathbb{K}_{H, \ell_1}(\mathbb{S}, \mathbb{Z}_{\ell_1}) \), the sublevel set of controller \( A \), \( \mathbb{K}_A \), and \( \mathbb{K}_{B}(\mathbb{Z}_{\ell_1}) \) may be a subset of the sublevel set of controller \( B \), \( \mathbb{K}_B \), which we refer to as \( \text{‘subset relationship’} \), i.e. \( \mathbb{K}_A \subset \mathbb{K}_B \). This indicates that controller \( B \) has a higher performance since it stabilizes more states with a cost \( \zeta \) or lower. Therefore, we determine that a controller is high performance if it has a larger area for a given sublevel set. Note that sublevel sets for a certain controller are not necessarily sub- or supersets of other controllers, we refer to this as \( \text{‘not a subset relationship’} \). If two sublevel sets have a \( \text{‘not a subset relationship’} \), we still compare their areas but cannot conclude that one of the controllers achieves a higher performance for some of the initial states.

### 7.2 Performance

Performance is the ability of a controller to minimize a user-specified quadratic control objective. The quadratic form of the cost function allows the comparison of the controllers according to cost function sublevel sets for chosen sublevels \( \zeta > 0 \), since the sublevels are necessarily convex. We use the quadratic cost function \( \mathbb{V}(\cdot) \) with weights specified in \( (75) \) and the sequence of visited states \( x_{(0)} = [x_0, x(1), \ldots, x(N)] \) and applied inputs \( u(x) = [u(x_0), u(x(1)), \ldots, u(x(N-1))] \) during the \( N \)-step trajectory. The controller performance is quantified by the following cost function over the \( N \)-step trajectory

\[
\mathbb{V}_N(x_{(0)}, u(x)) = \sum_{i=0}^{N-1} I(x_{i}, u_i). \tag{80}
\]

We can then define the convex sublevel set of the cost function as

\[
\mathbb{V}(\zeta) = \{x_0 | \mathbb{V}_N(x_{(0)}, u(x)) \leq \zeta, \zeta > 0, x_0 \in \mathbb{X}\}. \tag{81}
\]

The exact computation of the sublevel sets is intractable, due to \( \mathbb{X} \) and \( U \) being continuous. Therefore, we use the discretized state space \( \mathbb{X}_\delta \) to approximate the sublevel sets of the cost function from simulation by defining the following convex hull

\[
\mathbb{V}_\delta(\zeta) = \text{conv}(\{x_0 | \mathbb{V}_N(x_{(0)}, u(x)) \leq \zeta, \zeta > 0, x_0 \in \mathbb{X}_\delta\}). \tag{82}
\]

The sublevel sets of the cost function are convex sets, consequently, the approximated sublevel sets are inner approximations of the true sublevel set such that

\[
\mathbb{V}_\delta(\zeta) \subset \mathbb{V}(\zeta). \tag{83}
\]

Smaller discretizations result in a more accurate approximation of the sublevel set \( \mathbb{V}(\zeta) = \lim_{\delta \to 0} \mathbb{V}_\delta(\zeta) \). We approximate the sublevel sets \( \mathbb{V}_\delta(\zeta) \) using \( \mathbb{X}_\delta \) with \( \delta = 0.05 \) for the sublevels \( \zeta \in \{10, 20, ..., 60\} \).

For a given sublevel \( \zeta \), the sublevel set of controller \( A \), \( \mathbb{V}_A(\zeta) \), may be a subset of the sublevel set of controller \( B \), \( \mathbb{V}_B(\zeta) \), which we refer to as \( \text{‘subset relationship’} \), i.e. \( \mathbb{V}_A(\zeta) \subset \mathbb{V}_B(\zeta) \). This indicates that controller \( B \) has a higher performance since it stabilizes more states with a cost \( \zeta \) or lower. Therefore, we determine that a controller is high performance if it has a larger area for a given sublevel set. Note that sublevel sets for a certain controller are not necessarily sub- or supersets of other controllers, we refer to this as \( \text{‘not a subset relationship’} \). If two sublevel sets have a \( \text{‘not a subset relationship’} \), we still compare their areas but cannot conclude that one of the controllers achieves a higher performance for some of the initial states.

### 7.3 Accuracy

The controllers aim to drive the system to the origin. We determine the accuracy of a controller by calculating the 2-norm of the final state achieved \( x(N) \). We define a controller as accurate if for all feasible states, the 2-norm of the final states are small.
8 | RESULTS

In this section we present the results obtained when applying the evaluation framework detailed in section 7 to the numerical example introduced in section 6. In section 8.1 we compare and validate the estimation of $W_{\ell_1}$ for the RMPC-$\ell_1$ approach and $W$ for the RMPC approach through simulations. Additionally, we present the results for the evaluation framework: (i) feasibility in section 8.2, (ii) performance measured by the cost in section 8.3, and (iii) accuracy of a stabilization task in section 8.4.

8.1 Validation of Disturbance Sets

In the following, we experimentally validate the robust controllable sets computed in section 7.1. In this section we use the subindex $(a, b)$ for the set of discrete feasible initial states $X_{(a, b), \delta}$ to denote a simulation horizon $a$ and an optimization horizon $b$. In order to validate the computed robust controllable sets we compare them with the set of discrete feasible initial states for RMPC and RMPC-$\ell_1$ obtained through simulations. We determine the sets of discrete feasible initial states $X_{(N, H, \delta)}$ for RMPC and $X_{(N, H, \delta, \ell_1)}$ for RMPC-$\ell_1$ with $\delta = 0.05$. If the disturbance sets $W$ and $W_{\ell_1}$ are appropriately chosen, then the set of discrete feasible initial states will lie inside the computed robust controllable sets. For this numerical example, we show that $X_{(N, H, \delta)} \subseteq X_{H}(X_f, Z)$ for RMPC and $X_{(N, H, \delta, \ell_1)} \subseteq X_{H, \ell_1}(X_f, Z_{\ell_1})$ for RMPC-$\ell_1$. Furthermore, we show that there are no feasible states outside the computed $H$-step robust controllable sets. In Fig. 4, the set of discrete feasible initial states $X_{(N, H, \delta, \ell_1)}$ is displayed in green for $\delta = 0.1$ alongside the computed robust controllable set $X_{H, \ell_1}(X_f, Z_{\ell_1})$ for RMPC-$\ell_1$ in red. The larger $\delta$ was chosen for improved visibility; however, the results hold for $\delta = 0.05$. Similarly, we confirm that the set of discrete feasible initial states $X_{(N, H, \delta)}$ for RMPC lies in the computed $H$-step robust controllable set for RMPC (not displayed). This validates our choices of $W$ and $W_{\ell_1}$ for the RMPC and RMPC-$\ell_1$.

![FIGURE 4 H-step robust controllable set $X_{H, \ell_1}(X_f, Z_{\ell_1})$ for RMPC-$\ell_1$ calculated according to (77) and (78) is shown in red and the feasible discrete initial states $X_{(N, H, \delta, \ell_1)}$ for the proposed RMPC-$\ell_1$ obtained from simulation are shown as green crosses with a discretization $\delta = 0.1$. All feasible discrete initial conditions lie exclusively inside the computed $H$-step robust controllable set, which validates our choice of disturbance set $W_{\ell_1}$.](image)

8.2 Feasibility

In this section we discuss the feasibility of the different controllers as described in section 7.1. A comparison of the controllable sets for the different controllers is shown in Fig. 5. The controllable sets for the controllers without an underlying $\ell_1$ AC are a subset of the controllable sets for the same controller with an underlying $\ell_1$ AC. The LQR is not able to guarantee feasibility inside its control invariant set $X_f$ (not displayed here), while the LQR-$\ell_1$ is able to successfully control the system inside and a bit beyond its control invariant set $X_f, \ell_1$ (not displayed here). The sets for the MPC and MPC-$\ell_1$ do not extend symmetrically along the two dimensions, as it is the case for the LQR, LQR-$\ell_1$, RMPC, and RMPC-$\ell_1$. The difference in size between the controllable sets of optimization-based controllers with and without $\ell_1$ AC is smallest for RMPC and RMPC-$\ell_1$. Moreover, it is important to note that neither $\ell_1$ AC nor RMPC-$\ell_1$ are a subset of the other and their intersection is non-empty. Additionally, the RMPC-$\ell_1$ robust controllable set has the largest area of all the compared controllers. The percentages of the relative area
shown in Fig. 5 show that an underlying $\ell_1$ AC is able to increase the area of the controllable set for LQR and MPC by 36.46% and 13.70%, respectively. For the RMPC the underlying $\ell_1$ AC increases the area of the controllable set by 2.38%. Finally, the combination of an $\ell_1$ AC with RMPC increases the area of the controllable set of the $\ell_1$ AC by 0.23%, which is the smallest gain in area for the controllable set compared to the other combinations.

**FIGURE 5** Comparison of the controllable sets for the different controllers. The relative area of the controllable set compared to the area of the $H$-step robust controllable set for the proposed RMPC-$\ell_1$ is displayed in parentheses. We show the approximated controllable sets for LQR, LQR-$\ell_1$, MPC, MPC-$\ell_1$ and the computed $H$-step robust controllable sets using (77) and (78) for the RMPC and the proposed RMPC-$\ell_1$. An underlying $\ell_1$ adaptive controller increases the size of the controllable sets. The proposed RMPC-$\ell_1$ has the largest controllable set and yields the most feasible initial states.

### 8.3 Performance

Our findings regarding the performance of the different controllers as described in section 7.2 are presented in this section. The sublevel sets of the cost function for the $\ell_1$ AC and the proposed RMPC-$\ell_1$ are displayed in Fig. 6 for the sublevels $\zeta \in \{10, 20, ..., 60\}$. Notice that starting from the origin, the cost increases towards the boundaries of the controllable sets. Furthermore, comparing the sublevel sets for both controllers, it is evident that the sublevel sets for the $\ell_1$ AC are subsets of the sublevel sets for the RMPC-$\ell_1$ for $\zeta \in \{10, 20, 30\}$. This means that the cost achieved with the RMPC-$\ell_1$ is lower than the one obtained with the $\ell_1$ AC inside the sublevel set $\Psi_{\text{RMPC-}\ell_1}(\zeta = 30)$. 

In this section, we evaluate the accuracy of the different controllers as described in section 7.3. We begin by comparing the accuracy of RMPC, $\ell_1$ AC, and RMPC-$\ell_1$, for the same initial state. Finally, we analyze the accuracy by comparing the steady-state error for all feasible discrete initial states for all controllers.
We compare the accuracy of RMPC, $\ell_1$ AC, and the proposed RMPC-$\ell_1$ using the initial state $x_0 = [-3.0 \ -1.0]^T$, which is feasible for all three controllers. In Fig. 7 we present a detailed trajectory and the corresponding sets for the proposed RMPC-$\ell_1$. The RMPC-$\ell_1$ drives the system towards the origin, while the calculated optimal state sequence $x^*_{\text{RMPC}-\ell_1}(x_0) = [x_0^*(x_0), x_0^*(x(1)), \ldots, x_0^*(x(N))]$ stays inside the tightened constrained set $X_{\ell_1}$, and the trajectory of visited states $x^*_{\text{RMPC}-\ell_1}(x_0)$ does not leave the constrained set $X$. The right side of Fig. 7 shows a detail of the trajectory around the origin. The trajectory taken by the RMPC-$\ell_1$ is able to steer the system to the origin in $N$ steps.

<table>
<thead>
<tr>
<th>$\zeta$</th>
<th>LQR [%]</th>
<th>LQR-$\ell_1$ [%]</th>
<th>MPC [%]</th>
<th>MPC-$\ell_1$ [%]</th>
<th>RMPC [%]</th>
<th>$\ell_1$ AC [%]</th>
<th>RMPC-$\ell_1$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>[77.10]</td>
<td>[98.00]</td>
<td>[87.96]</td>
<td>[100.88]</td>
<td>[100.49]</td>
<td>[75.53]</td>
<td>[100.00]</td>
</tr>
<tr>
<td>20</td>
<td>59.91</td>
<td>81.76</td>
<td>[80.15]</td>
<td>[91.77]</td>
<td>[99.97]</td>
<td>[84.04]</td>
<td>[100.00]</td>
</tr>
<tr>
<td>30</td>
<td>52.95</td>
<td>72.25</td>
<td>[76.20]</td>
<td>[87.92]</td>
<td>[99.67]</td>
<td>[91.23]</td>
<td>[100.00]</td>
</tr>
<tr>
<td>40</td>
<td>48.90</td>
<td>66.73</td>
<td>[73.29]</td>
<td>[84.59]</td>
<td>[99.19]</td>
<td>[96.62]</td>
<td>[100.00]</td>
</tr>
<tr>
<td>50</td>
<td>46.57</td>
<td>63.55</td>
<td>[71.62]</td>
<td>[87.92]</td>
<td>[99.67]</td>
<td>[98.08]</td>
<td>[100.00]</td>
</tr>
<tr>
<td>60</td>
<td>45.77</td>
<td>62.46</td>
<td>[71.44]</td>
<td>[81.66]</td>
<td>[98.44]</td>
<td>[98.44]</td>
<td>[100.00]</td>
</tr>
</tbody>
</table>

In Fig. 8 we compare the resulting trajectories for the same initial condition $x_0 = [-3.0 \ -1.0]^T$ for the RMPC, $\ell_1$ AC, and the proposed RMPC-$\ell_1$. All controllers are able to control the system without violating any constraints, even though they are not explicitly enforced for the $\ell_1$ AC. A detail of the trajectory around the origin is depicted on the right side of Fig. 8. The system controlled by the RMPC does not reach the origin and oscillates, but stays inside its disturbance invariant set $Z$ (not shown here). From the detail on the right plot, it is evident that the $\ell_1$ AC controlled system has not reached its steady-state
after $N$ steps and requires more steps to reach the origin. For this initial condition the proposed RMPC-$\ell_1$ is the only controller which steers the system to the origin in $N$ steps.

![Figure 8](image1.png)  ![Figure 8](image2.png)

**FIGURE 8** Comparison of feasible trajectories from the initial condition $x_0 = [-3.0 \quad -1.0]^T$ for the system controlled by the RMPC, $\ell_1$ AC, and the proposed RMPC-$\ell_1$. While neither the RMPC, nor the $\ell_1$ AC are able to control the system to the origin, the system controlled by the proposed RMPC-$\ell_1$ successfully reaches the origin in $N$ steps.

For the accuracy analysis over the state space we use the feasible initial states from the discretized feasible state space $\mathcal{X}_{H, \delta}$ for the proposed RMPC-$\ell_1$ and each of the baseline controllers. For each feasible initial state of each controller, we determine the final state $x(N)$ in simulation and show in Tab. 2 the minimum and maximum errors of the final states, measured as described in section 7.3. From Tab. 2 it is evident that LQR, MPC, and RMPC have an error $\Delta x = 0.12423$. By using an underlying $\ell_1$ AC, the maximum and minimum errors of LQR, MPC and RMPC decrease by factors greater than 12000. The maximum and minimum errors of each controller are almost identical for all the controllers except $\ell_1$ AC. This indicates that the error for these controllers does not depend on the initial condition. The $\ell_1$ AC achieves a minimum error closer in magnitude to those achieved by LQR, MPC and RMPC with underlying $\ell_1$ AC, but a maximum error close to the error achieved by LQR, MPC, and RMPC. Therefore, the error from the $\ell_1$ AC depends on the initial condition. This is related to what is observed in Fig. 8 where $N$ steps are not sufficient for the $\ell_1$ AC to converge to the origin for all feasible initial conditions. The errors obtained by the LQR-$\ell_1$, the MPC-$\ell_1$, and the RMPC-$\ell_1$ can be regarded as negligible.

**TABLE 2** For all feasible initial states in the discretized state space, for all the controllers, we show the maximum and minimum errors incurred at the final state $x(N)$. The accuracy of the optimization-based controllers is significantly improved by combining them with an underlying $\ell_1$ AC. Similarly, the accuracy of the $\ell_1$ AC is significantly improved by combining it with an optimization-based controller.

| Error        | $\ell_1$ AC | LQR  | LQR-$\ell_1$ | MPC  | MPC-$\ell_1$ | RMPC | RMPC-$\ell_1$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta x_{\text{min}}, N$</td>
<td>&lt; 0.00001</td>
<td>0.12423</td>
<td>&lt; 0.00001</td>
<td>0.12423</td>
<td>&lt; 0.00001</td>
<td>0.12423</td>
<td>&lt; 0.00001</td>
</tr>
<tr>
<td>$\Delta x_{\text{max}}, N$</td>
<td>0.08785</td>
<td>0.12423</td>
<td>&lt; 0.00001</td>
<td>0.12423</td>
<td>&lt; 0.00001</td>
<td>0.12423</td>
<td>&lt; 0.00001</td>
</tr>
</tbody>
</table>
9 | DISCUSSION

In this section we evaluate the feasibility, performance, and accuracy of the proposed RMPC-$\ell_1$ controller as compared to the baseline controllers. Our experimental results lead us to the following three main conclusions: (i) the $\ell_1$ AC increases the feasibility of the optimization-based controllers with RMPC-$\ell_1$ achieving the largest robust controllable set; (ii) combining $\ell_1$ AC with RMPC does not negatively affect the performance of the RMPC; and (iii) combining $\ell_1$ adaptive control with optimization-based controllers significantly improves the accuracy of the optimization-based controllers.

The feasibility analysis highlights that an underlying $\ell_1$ AC increases the size of the controllable sets for all examined optimization-based controllers. The controllable sets for LQR-$\ell_1$ and MPC-$\ell_1$ are smaller than the controllable set of $\ell_1$ AC, while the controllable set for RMPC-$\ell_1$ is larger than the controllable set for $\ell_1$ AC alone. We emphasize that we compare the robust controllable sets for RMPC and RMPC-$\ell_1$, computed using (77) and (78), to outer approximations of the controllable sets for the other controllers, obtained through simulation. Therefore, the true difference between the size of the robust controllable and controllable sets is even larger. The $\ell_1$ AC yields the second largest controllable set, but does not allow the calculation of its controllable set a priori. Furthermore, the approximated controllable set is only valid for specific uncertainties $\theta$ and $\xi$, whereas the robust controllable sets for RMPC and RMPC-$\ell_1$ are valid for all possible uncertainties that lie within the parameter sets $\Theta$ and $\Xi$, specified in Assumption 1. The robust controllable set for RMPC-$\ell_1$ is valid even at the beginning of the simulation when the $\ell_1$ AC has large parameter uncertainties, since the parameter estimates are guaranteed to be contained in $\Theta$ and $\Xi$. In practice, an a priori unknown controllable set could result in a failure when applying the $\ell_1$ AC at infeasible initial conditions.

The performance evaluation of all the controllers suggests that overall RMPC and RMPC-$\ell_1$ obtain the lowest costs for the tested feasible initial conditions. The sublevel sets for low values of $\zeta$ have a small area in the state space for the $\ell_1$ AC, because the desired objective is unknown to the $\ell_1$ AC. Combining the $\ell_1$ AC with RMPC enables the implementation of a performance objective for the $\ell_1$ adaptive controller. Moreover, the results presented in section 8 demonstrate that RMPC-$\ell_1$ has a marginally worse performance for the first sublevel $\zeta = 10$ than RMPC and MPC-$\ell_1$. However, the proposed RMPC-$\ell_1$ outperforms all baseline controllers for all subsequent sublevels $\zeta \in \{20, 30, 40, 50\}$, i.e. when the underlying $\ell_1$ AC is better able to cancel the uncertainties in the system. At $\zeta = 60$ the $\ell_1$ AC only marginally outperforms the RMPC-$\ell_1$.

By comparing the trajectories that the proposed and baseline controllers follow for the same initial states, we are able to demonstrate the ability of the RMPC-$\ell_1$ to control the disturbed system to the origin in a limited number of time steps $N$. In particular, the system controlled by the RMPC oscillates between states located close to the origin, while the system controlled by $\ell_1$ AC has not reached its steady-state after $N$ time steps. The improved accuracy of the proposed RMPC-$\ell_1$ is achieved by leveraging two characteristics of the proposed controller: (i) using the adaptation and control laws, the $\ell_1$ adaptive controller helps to cancel the uncertainties in the system and makes the system behave close to the nominal model; and (ii) the RMPC uses this nominal model to optimize the performance of the system. Notice that the RMPC is not able to follow its predicted state trajectory to the origin due to the existing model mismatch. However, the proposed RMPC-$\ell_1$ is able to reach the origin as predicted since the uncertainties are handled by the $\ell_1$ adaptive controller. We also compare the accuracy of all feasible discrete initial states for all controllers, and show that combining $\ell_1$ adaptive controller with the optimization-based controllers significantly improves their accuracy since the model uncertainties are handled by the $\ell_1$ adaptive controller.

The proposed RMPC-$\ell_1$ combines the advantages of the $\ell_1$ AC and the RMPC. The RMPC component guarantees constraint satisfaction for initial conditions inside the $H$-step robust controllable set for all possible model mismatch and for an $\ell_1$ AC that initially has large parameter estimation inaccuracies. Moreover, it allows the specification of a user-defined objective with a cost function. This enables more aggressive control inputs, which leads to the stabilization at the origin in only $N$ time steps. The underlying $\ell_1$ AC contributes by improving the disturbance cancellation at every time step, which enables accurate stabilization to the origin. Finally, the underlying $\ell_1$ AC does not degrade the high-level RMPC performance.

10 | CONCLUSION

In this paper we introduced a novel robust adaptive MPC framework to guarantee fast and accurate stabilization in the presence of modeling errors, while guaranteeing feasibility for as many different initial conditions as possible. The proposed RMPC-$\ell_1$ consists of an underlying discrete-time state feedback $\ell_1$ adaptive controller and a robust MPC. In this work we: (i) introduce a modified discrete-time state feedback $\ell_1$ adaptive controller; (ii) provide its stability and performance proofs; (iii) use the performance proofs in a robust MPC framework; and (iv) validate the feasibility, performance, and accuracy of the proposed
RMPC-$\ell_1$ on a stabilization task. Ideally, the discrete-time state feedback $\ell_1$ adaptive controller makes the system behave as a linear reference model. In reality, the behavior of the real system may deviate from the linear reference model. In this work, we show that this deviation is uniformly bounded and can be thought of as the modeling error. A robust MPC is then used to compute an optimal input, which serves as a reference to the $\ell_1$ AC while taking into account the modeling error. On the stabilization task we demonstrate that the proposed RMPC-$\ell_1$ yields constraint satisfaction for the most initial states compared to other baseline controllers. Given a performance objective, the RMPC-$\ell_1$ achieves a performance similar or better than the other baseline controllers. Finally, the RMPC-$\ell_1$ is able to accurately control the system to the origin with no offset in a limited number of time steps.
APPENDIX

A SUPPLEMENTAL MATERIALS

A.1 Proof of Lemma [1]

The proof of Lemma [1] is presented next.

**Proof.** Define

\[ F \triangleq \frac{1}{\sigma} P_m^{\frac{1}{2}} A_m, \quad G \triangleq \sigma P_m^{\frac{1}{2}} b_m, \quad J(\tilde{x}(k)) \triangleq \tilde{x}^T(k) P \tilde{x}(k). \tag{A1} \]

Then,

\[
\Delta J(\tilde{x}(k)) \triangleq \tilde{x}^T(k + 1) P \tilde{x}(k + 1) - \tilde{x}^T(k) P \tilde{x}(k)
\]

\[= (A_m \tilde{x}(k) + b_m (\tilde{\theta}(k)^T x(k) + \tilde{\xi}(k)))^T P (A_m \tilde{x}(k) + b_m (\tilde{\theta}(k)^T x(k) + \tilde{\xi}(k))) - \tilde{x}^T(k) P \tilde{x}(k) \]

\[= \tilde{x}^T(k) A_m^T P A_m \tilde{x}(k) + \tilde{x}^T(k) A_m^T P b_m (\tilde{\theta}(k)^T x(k) + \tilde{\xi}(k)) + (x^T(k) \tilde{\theta}(k) + \tilde{\xi}(k)) b_m^T P A_m \tilde{x}(k) \]

\[+ (x^T(k) \tilde{\theta}(k) + \tilde{\xi}(k))^2 b_m^T P b_m \]

\[= \tilde{x}^T(k) (A_m^T P A_m - P + F^T F) \tilde{x}(k) + \tilde{x}^T(k) F^T F \tilde{x}(k) + (x^T(k) \tilde{\theta}(k) + \tilde{\xi}(k))^2 b_m^T P b_m + (x^T(k) \tilde{\theta}(k) + \tilde{\xi}(k))^2 G^T G \]

\[\quad - (x^T(k) \tilde{\theta}(k) + \tilde{\xi}(k))^2 G^T G \]

\[\leq \tilde{x}^T(k) (A_m^T P A_m - P + F^T F) \tilde{x}(k) + (x^T(k) \tilde{\theta}(k) + \tilde{\xi}(k))^2 (b_m^T P b_m + G^T G). \tag{A2} \]

The last inequality is possible since the symmetric product of $F, G$ is positive semidefinite. Note that

\[ F^T F = \frac{1}{\sigma^2} A_m^T P A_m = \frac{A_m^T P A_m}{\lambda_{\max}(A_m^T P A_m)} \leq I_n \frac{\lambda_{\max}(A_m^T P A_m)}{\lambda_{\max}(A_m^T P A_m)} = I_n. \tag{A3} \]

It follows from [13] that

\[ A_m^T P A_m - P + F^T F \preceq A_m^T P A_m - F + I_n = -R. \tag{A4} \]

Therefore,

\[ \tilde{x}^T(k) (A_m^T P A_m - P + F^T F) \tilde{x}(k) \leq -\tilde{x}^T(k) R \tilde{x}(k), \tag{A5} \]

which implies

\[ \Delta J(\tilde{x}(k)) \leq -\tilde{x}^T(k) R \tilde{x}(k) + (x^T(k) \tilde{\theta}(k) + \tilde{\xi}(k))^2 (b_m^T P b_m + G^T G), \quad G^T G = \sigma^2 b_m^T P b_m, \tag{A6} \]

then

\[ \Delta J(\tilde{x}(k)) \leq -\tilde{x}^T(k) R \tilde{x}(k) + (x^T(k) \tilde{\theta}(k) + \tilde{\xi}(k))^2 ((1 + \sigma^2) b_m^T P b_m). \tag{A7} \]
Then, we obtain a relationship between the squared terms where

\[
\Delta V_x(\tilde{x}(k)) = \ln(1 + \mu \tilde{x}^T(k + 1)P\tilde{x}(k + 1)) - \ln(1 + \mu \tilde{x}^T(k)P\tilde{x}(k))
\]

and

\[
= \ln \left( \frac{1 + \mu \tilde{x}^T(k + 1)P\tilde{x}(k + 1)}{1 + \mu \tilde{x}^T(k)P\tilde{x}(k)} \right) - \ln \left( \frac{\mu \Delta J_z(k)}{1 + \mu \tilde{x}^T(k)P\tilde{x}(k)} \right)
\]

\[
\leq \frac{\mu \Delta J_z(k)}{1 + \mu \tilde{x}^T(k)P\tilde{x}(k)} \leq \mu \frac{[-\tilde{x}^T(k)R\tilde{x}(k) + (\tilde{x}^T(k)\tilde{\theta}(k) + \tilde{\xi}(k))^2((\sigma^2 + 1)b^T_m P b_m)]}{1 + \mu \tilde{x}^T(k)P\tilde{x}(k)}.
\]

(A8)

\[\square\]

A.2 Proof of Lemma \[2\]

The proof of Lemma \[2\] is presented next.

\textbf{Proof.} Using the z-transform and \[8\], we can write \[16\] as

\[
\hat{x}(z) = G(z)\hat{y}(z) + k_g H(z)C(z)r(z) + x_{in}(z),
\]

where \(x_{in}(z)\) captures the initial conditions and is defined in \[15\] and \(G(z), H(z)\) were defined as in \[10\]. For all \(k \in \{0, \ldots, k' - 1\}\), the following bounds hold:

\[
\|\hat{x}\|_k \leq \|G(z)\|_\epsilon_1 \|\hat{y}\|_k + \|k_g H(z)C(z)\|_\epsilon_1 \|r\|_k + x_{in}\|_k \leq \epsilon_\omega
\]

\[
\|\hat{y}\|_k \leq L_\theta \left(\|\hat{x}\|_k + \|\hat{x}\|_\omega\right) + L_\tau.
\]

Using the definition of \(\lambda_\theta\) in \[9\], we can write the above inequalities as:

\[
\|\hat{x}\|_k \leq \frac{1}{1 - \lambda_\theta} \left(\lambda_\theta \|\hat{x}\|_k + \|G(z)\|_\epsilon_1 \|r\|_k + k_g H(z)C(z)\|_\epsilon_1 \|r\|_k + x_{in}\|_k \leq \epsilon_\omega\right)
\]

(A10)

The above can be rewritten using the definitions in \[14\] as:

\[
\|\hat{x}\|_k \leq c_1 \|\hat{x}\|_\epsilon_\omega + c_2.
\]

(A12)

Using the assumption that \(\|\hat{x}\|_\omega \leq \gamma_0\) for \(k \in \{0, \ldots, k' - 1\}\) for a given \(k'\), we can rewrite the above equation as:

\[
\|\hat{x}\|_k \leq c_1 \gamma_0 + c_2.
\]

(A13)

Then, we obtain a relationship between the squared terms \(\|\hat{x}\|_\epsilon_\omega\) and \(\|\hat{x}\|_\omega\) using the fact that \((c_1 \|\hat{x}\|_\omega - c_2)^2 \geq 0 \iff c_1^2 \|\hat{x}\|_\epsilon_\omega^2 + c_2^2 \geq 2c_1c_2 \|\hat{x}\|_\epsilon_\omega \|\hat{x}\|_\omega:\)

\[
\|\hat{x}\|_\epsilon_\omega \leq c_1 \gamma_0 + 2c_2.
\]

(A14)

Recall that \(n\) is the state dimension, then the following holds

\[
\hat{x}^T(k)\hat{x}(k) \leq n\|\hat{x}\|_\epsilon_\omega^2.
\]

(A15)

Hence, using \[A14\], we can write an upper bound for \(\hat{x}^T(k)\hat{x}(k)\) as:

\[
\hat{x}^T(k)\hat{x}(k) \leq 2c_1^2 \|\hat{x}\|_\epsilon_\omega^2 + 2c_2^2 \leq 2c_1^2 \gamma_0^2 + 2c_2^2.
\]

(A16)

Then, using the definition of \(\hat{x}\) and the fact that \(\hat{x}^T(k)x(k) \geq 0\) \iff \(\hat{x}^T(k)\hat{x}(k) + \hat{x}^T(k)\tilde{x}(k) \geq 2\hat{x}^T(k)\tilde{x}(k)\), we can get a relationship between \(\hat{x}^T(k)x(k)\) and \(\hat{x}^T(k)\tilde{x}(k)\) as:

\[
\hat{x}^T(k)x(k) \leq 2\hat{x}^T(k)\tilde{x}(k) + \hat{x}^T(k)\tilde{x}(k) \leq (4c_1^2 \gamma_0^2 + 4c_2^2) \leq 2\hat{x}^T(k)\tilde{x}(k).
\]

(A17)

Defining

\[
\alpha = 4c_1^2 \gamma_0^2 + 4c_2^2,
\]

we can show that

\[
1 + \hat{x}^T(k)x(k) \leq 1 + \alpha + 2\hat{x}^T(k)\tilde{x}(k) = (1 + \alpha) \left(1 + \frac{2\hat{x}^T(k)\tilde{x}(k)}{\hat{x}^T(k)\tilde{x}(k)}\right) \leq (1 + \alpha) \left(1 + \mu \hat{x}^T(k)P\tilde{x}(k)\right),
\]

(A19)

where

\[
\mu = \frac{2}{\lambda_{\min}(P)(1 + \alpha)} > 0,
\]

(A20)

where \(\lambda_{\min}(P)\) is the minimum eigenvalue of \(P\), which completes the proof. \[\square\]
A.3 Proof of Lemma 3

The proof of Lemma 3 is found next.

Proof. We show this proof by contradiction. Assume that at \( k' \in \mathbb{N} \) the inequality \( \|\tilde{x}|_{k'}\|_{\varepsilon_m} \leq \gamma_0 \) is violated for the first time, i.e.,

\[
\|\tilde{x}|_{k}\|_{\varepsilon_m} \leq \gamma_0, \quad k \in \{0, \ldots, k'-1\}, \quad \|\tilde{x}|_{k}\|_{\varepsilon_m} > \gamma_0. \tag{A21}
\]

Recall that \( \tilde{x}(0) = 0 \). For \( k \in \{0, \ldots, k'-1\} \), consider the Lyapunov function candidate:

\[
V(\tilde{x}(k), \tilde{\rho}(k)) \triangleq V_\lambda(\tilde{x}(k)) + \tau V_\rho(\tilde{\rho}(k)), \tag{A22}
\]

where

\[
V_\rho(\tilde{\rho}(k)) \triangleq \tilde{\rho}^T(k)\tilde{\rho}(k), \tag{A23}
\]

\( V_\lambda(\tilde{x}(k)) \) is defined in (20), and \( \tau > 0 \) is a later specified constant. We also define

\[
\Delta V(\tilde{x}(k), \tilde{\rho}(k)) = \Delta V_\lambda(\tilde{x}(k)) + \tau \Delta V_\rho(\tilde{\rho}(k)), \tag{A24}
\]

where

\[
\Delta V_\rho(\tilde{\rho}(k)) = V_\rho(\tilde{\rho}(k+1)) - V_\rho(\tilde{\rho}(k)), \tag{A25}
\]

and \( \Delta V_\lambda(\tilde{x}(k)) \) is defined in (21). The orthogonal projection \( \Phi \) in the adaptation law that keeps the estimate \( \tilde{\rho}(k) \) in the set \( \Theta \times \Xi \) incurs a lower value of \( \Delta V_\rho(\tilde{\rho}'(k+1)) \) than when no orthogonal projection is used \( \Delta V_\rho(\tilde{\rho}(k+1)) \). The latter means that only the upper bound for \( \Delta V_\rho(\tilde{\rho}(k+1)) \) is needed to draw conclusions for both cases. Note that from (6), we can write:

\[
\tilde{\rho}'(k+1)\tilde{\rho}'(k+1) \leq \tilde{\rho}'(k+1)\tilde{\rho}(k+1), \tag{A26}
\]

where \( \tilde{\rho}'(k+1) = \tilde{\rho}'(k+1) - \rho \). Hence, if the orthogonal projection is used,

\[
\Delta V_\rho(\tilde{\rho}'(k)) = \tilde{\rho}'(k+1)\tilde{\rho}'(k+1) - \tilde{\rho}'(k)(\tilde{\rho}(k+1) - \tilde{\rho}(k)) = \tilde{\rho}'(k)\tilde{\rho}(k) - \tilde{\rho}'(k)(\tilde{\rho}(k+1) - \tilde{\rho}(k)) \tag{A27}
\]

Since \( \Delta V_\rho(\tilde{\rho}'(k)) \leq \Delta V_\rho(\tilde{\rho}(k)) \), we will focus the analysis on \( \Delta V_\rho(\tilde{\rho}(k)) \). From (3) and (4), we can write:

\[
\tilde{\rho}(k+1) = \tilde{\rho}(k) + \frac{[x(k)]}{[x(k)]} \left[ b_0^T \left( \frac{[x(k)]}{[x(k)]} \right) - \tilde{\rho}(k) \left[ \frac{[x(k)]}{[x(k)]} \right] \right]
\]

\[
= \tilde{\rho}(k) + \frac{[x(k)]}{[x(k)]} \left( \frac{[x(k)]}{[x(k)]} \right) \tilde{\rho}(k) - \frac{[x(k)]}{[x(k)]} \tilde{\rho}(k) \frac{[x(k)]}{[x(k)]}
\]

\[
= \left( \Phi(x(k)) \right) \frac{[x(k)]}{[x(k)]} \tilde{\rho}(k) - \Phi(x(k)) \frac{[x(k)]}{[x(k)]} \tilde{\rho}(k) \tag{A28}
\]

Note that \( \Phi^T(x(k)) = \Phi(x(k)) \geq 0 \). Then, \( \Delta V_\rho(\tilde{\rho}(k)) = \tilde{\rho}'(k+1)\tilde{\rho}(k+1) - \tilde{\rho}'(k)\tilde{\rho}(k) = \tilde{\rho}'(k)\Phi^T(x(k))\Phi(x(k))\tilde{\rho}(k) - \tilde{\rho}'(k)\tilde{\rho}(k) = \tilde{\rho}'(k)(\Phi^T(x(k))\Phi(x(k)) - I_{n+1})\tilde{\rho}(k) \). Also note that \( 0 \leq \Phi(x(k)) \leq I_{n+1} \) and \( \Phi(x(k))\Phi(x(k)) = \Phi(x(k)) \). Consequently, \( \Phi(x(k))\Phi(x(k)) - I_{n+1} = \Phi(x(k)) - I_{n+1} \) and

\[
\Delta V_\rho(\tilde{\rho}(k)) = \tilde{\rho}'(k)\Phi(x(k)) - I_{n+1})\tilde{\rho}(k) = -\tilde{\rho}'(k) \frac{[x(k)]}{[x(k)]} \tilde{\rho}(k) - \Phi(x(k)) \frac{[x(k)]}{[x(k)]} \tilde{\rho}(k) \tag{A29}
\]

Define

\[
\tau \triangleq \mu(1 + \alpha)(\sigma^2 + 1)b_m^T \Phi_m. \tag{A30}
\]
From (22) and (A29) and using (23) in Lemma 2, we have
\[
\Delta V(\tilde{x}(k), \tilde{\rho}(k)) \leq \mu \frac{-\tilde{x}^T(k) R \tilde{x}(k) + \left( \hat{\rho}^T(k) \begin{bmatrix} x(k) \\ 1 \end{bmatrix} \right)^2 (\sigma^2 + 1) b_m^T P b_m}{1 + \mu \tilde{x}^T(k) P \tilde{x}(k)} - \tau \frac{\left( \hat{\rho}^T(k) \begin{bmatrix} x(k) \\ 1 \end{bmatrix} \right)^2}{1 + x^T(k) x(k)}
\]

\[
\leq \mu \frac{-\tilde{x}^T(k) R \tilde{x}(k) + \left( \hat{\rho}^T(k) \begin{bmatrix} x(k) \\ 1 \end{bmatrix} \right)^2 (\sigma^2 + 1) b_m^T P b_m - \tau \left( \hat{\rho}^T(k) \begin{bmatrix} x(k) \\ 1 \end{bmatrix} \right)^2 (\sigma^2 + 1) b_m^T P b_m}{1 + \mu \tilde{x}^T(k) P \tilde{x}(k)}
\]

\[
= \mu \frac{-\tilde{x}^T(k) R \tilde{x}(k)}{1 + \mu \tilde{x}^T(k) P \tilde{x}(k)} \leq 0.
\]

The above implies that \(\tilde{x}(k)\) and \(\tilde{\rho}(k)\) are uniformly bounded and that the estimation error dynamics are stable. Then, we have
\[
V(\tilde{x}(k'), \tilde{\rho}(k')) \leq \ldots \leq V(\tilde{x}(0), \tilde{\rho}(0)).
\]

(A32)

Since \(\tilde{x}(0) = 0\), it follows that
\[
\ln(1 + \mu \tilde{x}^T(k') P \tilde{x}(k')) \leq V(\tilde{x}(k'), \tilde{\rho}(k'))
\]

\[
(1 + \mu \tilde{x}^T(k') P \tilde{x}(k')) \leq e^{V(\tilde{x}(k'), \tilde{\rho}(k'))}
\]

\[
\mu \tilde{x}^T(k') P \tilde{x}(k') \leq e^{V(\tilde{x}(k'), \tilde{\rho}(k'))} - 1.
\]

(A33)

Finally,
\[
\mu \lambda_{\min}(P) \|\tilde{x}(k')\|_2^2 \leq \mu \tilde{x}^T(k') P \tilde{x}(k') \leq e^{V(\tilde{x}(k'), \tilde{\rho}(k'))} - 1 \leq e^{V(\tilde{x}(0), \tilde{\rho}(0))} - 1 \leq e^{\tau \tilde{\rho}(0) \tilde{\rho}(0)} - 1,
\]

(A34)

and
\[
\|\tilde{x}(k')\|_\infty^2 \leq \frac{e^{\tau \tilde{\rho}(0) \tilde{\rho}(0)} - 1}{\mu \lambda_{\min}(P)}.
\]

(A35)

Note that \(\rho \in \Theta \times \Xi\) and that the initial parameter estimation error is bounded by \(\|\tilde{\rho}(0)\| \leq 2 \max_{\rho \in \Theta \times \Xi} \|\rho\|\). Therefore, \(\hat{\rho}^T(0) \tilde{\rho}(0) \leq \rho_{\text{max}}\). Then we can write
\[
\|\tilde{x}(k')\|_\infty \leq \sqrt{\frac{e^{\tau \rho_{\text{max}}} - 1}{\mu \lambda_{\min}(P)}} = \sqrt{\frac{1}{2} \left( e^{\tau \rho_{\text{max}}} - 1 \right) \left( 1 + 4n_1 c_1^2 \gamma_0^2 + 4n_2 e_1^2 \right)},
\]

(A36)

where \(\mu\) is defined in (A20). Notice that the above is equivalent to Assumption 2 with \(\frac{1}{2} \left( e^{\tau \rho_{\text{max}}} - 1 \right) 4n_1^2 < 1\) as follows:
\[
\frac{1}{2} \left( e^{\tau \rho_{\text{max}}} - 1 \right) \left( 1 + 4n_1 c_1^2 \gamma_0^2 + 4n_2 e_1^2 \right) \leq \gamma_0
\]

(A37)

\[
\frac{1}{2} \left( e^{\tau \rho_{\text{max}}} - 1 \right) \left( 1 + 4n_1 c_1^2 \gamma_0^2 + 4n_2 e_1^2 \right) \leq \gamma_0^2.
\]

Therefore, (A36) can be rewritten as
\[
\|\tilde{x}(k')\|_\infty \leq \gamma_0,
\]

(A38)

which contradicts the inequality in (A21). Hence, the inequality in (24) holds, which concludes the proof.

A.4 Proof of Lemma 4

The proof of Lemma 4 is found next.

**Proof.** Recall that the state predictor (16) can be written in the z domain as:
\[
\hat{x}(z) = G(z) \hat{\eta}(z) + H(z) C (z) k_f r(z) + \hat{x}_{\text{in}}(z)
\]

(A39)
which leads to the following upper bound for \( i \in \mathbb{N} \cup \{ 0 \} \):

\[
\| \hat{x}_i \|_{\ell_\infty} \leq \| G(z) \|_{\ell_1} \| \hat{\theta} \|_{\ell_\infty} + \| k_z H(z) C(z) \|_{\ell_1} \| r_i \|_{\ell_\infty} + \| \hat{x}_i \|_{\ell_\infty}.
\]  

(A40)

Applying the triangular relationship for norms to the bound (24), we have:

\[
\| \hat{x}_i \|_{\ell_\infty} - \| x_i \|_{\ell_\infty} \leq \gamma_0.
\]  

(A41)

The adaptation law in (4) and (5) ensures that \( \hat{\theta}(k) \in \Theta \times \Xi \) and \( \| \hat{\theta} \|_{\ell_\infty} \leq L_\theta \| x \|_{\ell_\infty} + L_z \). Substituting \( \| x \|_{\ell_\infty} \) yields

\[
\| \hat{\theta} \|_{\ell_\infty} \leq L_\theta (\| \hat{x} \|_{\ell_\infty} + \gamma_0) + L_z.
\]  

(A42)

Then, using the bounds on \( \| \hat{x} \|_{\ell_\infty} \) in (A40) and \( \| \hat{\theta} \|_{\ell_\infty} \) in (A42), and the \( \ell_1 \) norm condition in (9), leads to:

\[
\| \hat{x}_i \|_{\ell_\infty} \leq \frac{\lambda_0 \gamma_0 + \| G(z) \|_{\ell_1} L_z + \| H(z) k_z C(z) \|_{\ell_1} \| r_i \|_{\ell_\infty} + \| x_i \|_{\ell_\infty}}{1 - \lambda_0}.
\]  

(A43)

Since the bound on the right hand side is uniform, then \( \hat{x}(k) \) is uniformly bounded.

\[ \square \]

A.5 Derivation of \( H_1(z) \)

We first look at a special case of state-to-input stability for linear time-invariant (LTI) systems. Consider an LTI system given by

\[
x(z) = (z I - A)^{-1} bu(z),
\]  

(A44)

where \( x(z), u(z) \) are the \( z \)-transforms of the system state \( x(k) \) and input \( u(k) \), \( A \in \mathbb{R}^{n \times n}, b \in \mathbb{R}^n \), and assume that:

\[
G(z) = (z I - A)^{-1} b = \frac{N(z)}{D(z)},
\]  

(A45)

where \( D(z) = \det(z I - A) \) using Cramer’s rule, and \( N(z) \) is a \( n \times 1 \) vector with its \( i \)th element being a polynomial function

\[
N_i(z) = \sum_{j=1}^n N_{ij} z^{i-1}.
\]  

(A46)

Lemma 6. If \( (A, b) \) is controllable, then the matrix \( N \) of entries \( N_{ij} \) is full rank.

Proof. Controllability of \( (A, b) \) implies that given an initial condition \( x(0) = 0 \), and arbitrary \( k_1 \) and \( x_{k_1} \), there exists \( u(\kappa) \), \( \kappa \in [0, k_1] \), such that \( x(k_1) = x_{k_1} \). If \( N \) is not full rank, then there exists a \( \psi \in \mathbb{R}^n \), \( \psi \neq 0 \), such that \( \psi^T N(z) = 0 \). Thus, for \( x(0) = 0 \) we have

\[
\psi^T x(z) = \psi^T \frac{N(z)}{D(z)} u(z) = 0, \quad \forall u(z),
\]  

(A47)

which implies that \( x(\kappa) \neq x_{k_1} \) for any \( \kappa \). The latter contradicts controllability where \( x(k_1) = x_{k_1} \) can be an arbitrary point in \( \mathbb{R}^n \). As a result, \( N \) must be full rank.

\[ \square \]

Corollary 1. If the pair \( (A, b) \) in (A44) is controllable, then there exists \( c_0 \in \mathbb{R}^n \), such that \( c_0^T \frac{N(z)}{D(z)} \) has relative degree one, i.e.,

\[
\deg(D(z)) - \deg(c_0^T N(z)) = 1, \quad \text{and} \quad c_0^T N(z) \text{ has all its zeros in the unit disk.}
\]

Proof. It follows from (A45) that for arbitrary vector \( c_0 \in \mathbb{R}^n \):

\[
c_0^T (z I - A)^{-1} b = c_0^T N(z) [z^{n-1} ... 1]^T D(z),
\]  

(A48)

where \( N \in \mathbb{R}^{n \times n} \) is the matrix with its \( i \)th row \( j \)th column entry \( N_{ij} \) introduced in (A46). Since \( (A, b) \) is controllable, \( N \) is full rank, from Lemma 6. Consider an arbitrary vector \( \tilde{c} \in \mathbb{R}^n \) such that \( \tilde{c} [z^{n-1} ... 1]^T \) is a stable \( n - 1 \) order polynomial, and let

\[
c_0 = (N^{-1})^T \tilde{c}.
\]

Then

\[
c_0^T (z I - A)^{-1} b = \tilde{c}^T [z^{n-1} ... 1]^T D(z),
\]  

(A49)

has relative degree 1 with all its zeros in the unit disk.

\[ \square \]

Lemma 7. Let the pair \( (A, b) \) be controllable and \( F(z) \) be an arbitrary strictly-proper BIBO stable transfer function. Then, there exists a proper and stable \( G_1(z) \), given by

\[
G_1(z) \triangleq \frac{F(z)}{c_0^T G(z) c_0^T},
\]  

(A50)
where $c_0 \in \mathbb{R}^n$, and $c_0^T G(z)$ is a minimum phase transfer function with relative degree 1, such that
\[ F(z)u(z) = G_1(z)x(z). \quad (A51) \]

**Proof.** From Corollary 1, it follows that there exists $c_0 \in \mathbb{R}^n$ such that $c_0^T G(z)$ has relative degree one, and $c_0^T G(z)$ has all its zeros in the unit disk. Hence,
\[ F(z)u(z) = F(z) \frac{c_0^T G(z)}{c_0^T G(z)} u(z) = G_1(z)x(z), \quad (A52) \]
where the properness of $G_1(z)$ is ensured by the fact that $F(z)$ is strictly-proper, while stability follows immediately from its definition.

Since the pair $(A_m, b_m)$ in (i) is controllable, Lemma 7 implies that
\[ H_1(z) \triangleq C(z) \frac{1}{c_0^T H(z) c_0^T}, \quad (A53) \]
is proper and BIBO stable.
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