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Abstract— Roboticists develop technologies that are used by
people worldwide, consequently impacting many aspects of hu-
man life - from healthcare and law enforcement to autonomous
transportation. The development of these technologies involves
design and innovation - both of which rely on personal choice
and experience. Hence, personal biases, whether intentionally
or unintentionally, tend to be embedded in the final product
designs. Homogeneous teams of designers and engineers are
more likely to develop products that overlook the needs of a
given part of the population - even missing gaps for potential
technological innovation. In this talk we emphasize some of the
negative impacts a lack of diversity has on robotic innovation
by highlighting examples of embedded biases within certain
technologies and providing some evidence that this is linked
to a lack of diverse teams. If our aim as a community is to
increase research capacity, creativity, and broaden the impact
of robotics, making it a more diverse field must be a goal.

I. FOR DIVERSE TEAMS TO DIVERSE IMPACT

Robotics is a growing engineering field that promises to
revolutionize the way we live. It has the potential to impact
every aspect of our lives ranging from entertainment to health
care and policing. The products we develop must satisfy the
needs and interact with the vast majority of the population in
an ethical way. The process of innovation is a very personally
experience-driven pursuit [1]. It is critical that innovators
come from a diversity of backgrounds and experiences
because they will tackle different problems and needs of
people [1]. Systems that are currently being developed are
biased because the engineering teams are fairly homogeneous
[2]. In order to increase research capacity, creativity and
broaden the impact of robotics, it is absolutely critical that
we increase diversity in our field.

Biases are a large and pervasive problem that impact the
human well-being, often in a detrimental way. Bias can
refer to either the behaviors that can contaminate research
projects or to performance problems directly correlated with
class-imbalance in datasets used to prove a hypothesis or to
train algorithms [3]. As humans, we may not be consciously
aware of our biases, which is a phenomenon referred to as
implicit bias [4]. However, intentionally or unintentionally,
as roboticists, we inflict our biases onto robots.

Biases are present in the hardware of the robots in two
main ways: (i) how humans perceive robots based on their
appearance, and (ii) which physical characteristics have been
given to robots that carry out certain tasks. Most of the
home robots are designed in white plastic or a metallic
finish. A study by professor Bartneck at the Human Interface
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Technology Lab at the University of Canterbury showed that
participants have a bias against robots with black plastic
and were more likely to shoot black robots that posed no
threat versus white robots [5]. Biases extend to the perceived
gender of robots. In Singapore, a study of 198 young adults
showed that participants felt more comfortable with the
idea of a male security robot and a female housecleaning
robot [6].

Currently, artificial intelligence (AI, used as an umbrella
term) is the main mechanism that powers the decision-
making process of an agent regardless of whether this agent
has a robot body or not. Bias is often encoded in learning
algorithms and manifests itself in different ways, mostly
in ways that perpetuate these biases. As these algorithms
are released into the world, the impact of bias increases.
Studies of biases of AI based on race and gender have
surfaced over the last few years. Search engines were noted
to deliver job postings for well-paying technical jobs to
men but not to women [7]. Searching the keywords ‘black
teenagers’ provided images of mugshots of black teenagers
while searching for ‘white teenagers’ provided images of
happy white teenagers [8]. In general, face recognition
performs better with males of lighter skin tones and has
problems recognizing black females [9]. In particular, Google
Photos labelled black people as gorillas; the response of the
company was to ban terms such as ‘gorilla’ and ‘chimpanzee’
while they worked on longer term fixes [10]. Finally, a
female of Taiwanese decent complained that her camera kept
labelling her as ‘blinking’ [3].

Speech recognition algorithms have also been studied and
instances of bias have been detected over the years. Medical
voice-dictation software could more accurately recognize
input from a man versus a woman [11]. In 2011, several
carmakers acknowledged that integrated speech-recognition
technology was more difficult for women to use than men
when trying to get their vehicles to operate properly [3].
Moreover, the gender bias has been widespread as artificial
intelligence assistants like Siri, Alexa and Google Assistant
have been given female voices.

The effects of the above biases range from minor inconve-
niences as not being able to turn up the volume of the radio
in a car to having major life impacts such as influencing the
quality of education or healthcare that an individual or group
receives [3]. In recent years, the influence of AI has reached
areas such as hiring, housing, criminal justice and the mili-
tary. This technology has automated biases of designers such
as devaluing women’s resumes, perpetuating employment
and housing discrimination, and enshrining racist policing
practices and prison convictions [12]. Professor Bartneck



argues that if the field of robotics does not incorporate
diversity now, it will suffer the same issues that established
industries are currently trying to correct [3].

People who are mostly negatively affected by the biases
above mentioned are women and people of color. This highly
correlates with representation of these groups in various
engineering venues. Women account for only 18% of authors
at leading AI conferences, 20% of AI professorships, and
15% and 10% of research staff at Facebook and Google,
respectively. Racial diversity is even worse: black workers
represent only 2.5% of Googles entire workforce and 4%
of Facebooks and Microsofts. There is no data available for
transgender people and other gender minorities [12]. The
above highlights the need for diversity in engineering teams
that work to develop AI algorithms and their corresponding
robots.

The effects of biases in AI are tangible for millions
of persons. To address these challenges different organiza-
tions have started to foster diversity in robotics and related
fields. For example, Code2040 is a nonprofit that seeks
to foster racial equity in tech to foster participation and
leadership of black and Latin technologists in the innovation
economy [13]. The Algorithmic Justice League aims to
highlight algorithmic bias, provide a space for people to
voice concerns, and develop practices for accountability [14].
Conferences such as Robotics, Science and Systems have
launched programs such as ‘Inclusion@RSS’ to increase
the participation of groups traditionally underrepresented in
robotics. However, more work needs to be done. Women
leave the tech industry at twice the rate men do [2]. Overall,
inclusion methods that increase the number of candidates
from underrepresented groups tend to underestimate other
systemic disadvantages that prevent women and minorities
from staying in the field, such as harassment, unfair com-
pensation, and imbalances of power [12].

As a community, we have to take control and steer our field
in the right direction, developing AI and robots that are ethi-
cal, unbiased and representative of our diverse backgrounds.
It is our responsibility to work on this, innovate in unique
ways by celebrating our differences. By improving diversity
in our community, the needs of the general population can
be addressed at the design level and bias in the products we
develop can be eliminated.
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