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Safe Multi-Agent Reinforcement Learning
for Behavior-Based Cooperative Navigation

Murad Dawood  Sicong Pan  Nils Dengler

Abstract—In this paper, we address the problem of behavior-
based cooperative navigation of mobile robots using safe multi-
agent reinforcement learning (MARL). Our work is the first
to focus on cooperative navigation without individual reference
targets for the robots, using a single target for the formation’s
centroid. This eliminates the complexities involved in having
several path planners to control a team of robots. To ensure
safety, our MARL framework uses model predictive control
(MPC) to prevent actions that could lead to collisions during
training and execution. We demonstrate the effectiveness of our
method in simulation and on real robots, achieving safe behavior-
based cooperative navigation without using individual reference
targets, with zero collisions, and faster target reaching compared
to baselines. Finally, we study the impact of MPC safety filters on
the learning process, revealing that we achieve faster convergence
during training and we show that our approach can be safely
deployed on real robots, even during early stages of the training.

I. INTRODUCTION

Cooperative navigation of unmanned vehicles has gained
considerable attention due to its applications in missions
such as search and rescue [1], surveillance [2], and payload
transfers [3]. As outlined in the literature [4], cooperative
navigation can be achieved through various strategies, includ-
ing leader-follower, virtual-structures, and behavior-based ap-
proaches. Behavior-based methods [5], [6] offer more flexibil-
ity, as the robots’ actions adapt to their own observations. The
goal in behavior-based cooperative navigation is to maintain
relative distances, avoid collisions, and jointly reach target
locations.

In this work, we focus on safe learning for behavior-
based cooperative navigation. Safety in this context means
eliminating all collisions during both training and execution,
achieved through safe reinforcement learning (RL). RL has
been successful in cooperative navigation [7]-[9], but chal-
lenges remain due to the sim-to-real gap. This gap arises
from real-world sensor noise and unmodeled nonlinearities
in simulations. Unlike approaches that focus on improving
simulation realism [10], [11], we emphasize the need to ensure
RL is safe for real-world deployment. Although safety in RL
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Fig. 1: Real-world example for the behavior-based cooperative nav-
igation control. The robots start from random locations and navigate
cooperatively to reach the targets for the centroid of the formation
(shown in red) while aiming to maintain the predefined distances with
respect to each other. The blue and green shades show the robots team
at the first and second goals, respectively.

has advanced [12]-[14], it remains underexplored in behavior-
based navigation. Furthermore, the impact of safety filters
on RL training has not been fully studied. In this work,
we investigate the effects of applying a model predictive
control (MPC)-based safety filter to RL in the context of
behavior-based cooperative navigation.

To facilitate the deployment of behavior-based cooperative
navigation and enable the scalability of our approach, i.e., the
application of the learned policy to a team with a higher num-
ber of robots without retraining, we use a reference target for
the centroid of the formation. This modification is promising
for coordinating teams of robots as in the StarCraft multi-
agent challenge [15]. To maintain the distances between the
robots, each robot considers the distances to its two neighbors.
Optimization-based controllers struggle in solving this task,
since these controllers require a reference target location for
each individual robot and might even assume that each robot
has access to all its neighbors positions [5], [6], [16]-[21].
Therefore, we use multi-agent reinforcement learning (MARL)
to achieve the desired behavior. Figure [T] shows a real-world
example of our approach, where the robots get into formation
to reach the target locations for the centroid while avoiding
unsafe actions.

The primary contributions of this paper can be summarized
as follows: (i) Safe learning of behavior-based coopera-
tive navigation. We introduce the application of safe RL
to behavior-based navigation. This achievement is notable
because it ensures the agents’ safety during the training
phase, a previously unaddressed challenge in behavior-based
cooperative navigation, as well as during the execution phase.
Additionally, we studied the effect of the safety layer on
training efficiency, showing improved convergence compared
to baselines. (ii) Eliminating the need for individual path



planners for each robot. We study the behavior of robots
in the cooperative navigation task to use less information,
resulting in a policy that is adaptable to more robots without
the need of retraining. Our approach requires a single reference
target for the centroid of the formation to navigate. This setup
has not been addressed before in the field of cooperative nav-
igation using MARL so far. (iii) Behavior-based navigation
of real robots. We demonstrate the performance of the learned
policy on real robots. Employing the distributed MPC safety
filters ensures zero collisions throughout the experiments.
Additionally, we show that it is safe to train the policy on
the real robots, as our approach eliminates all collisions, even
during the early stages of training.

II. RELATED WORK

Cooperative Navigation Using RL Several studies applied
RL to achieve cooperative navigation using different formu-
lations. In [7] the authors used multi-agents proximal policy
optimization [22] along with curriculum learning, reference
targets, and relative positions of the robots with respect to
each other. Additionally, [19] applied PPO for formation
control of quadrotors, incorporating individual goals for each
unit. The authors in [8] used imitation learning along with
RL to formulate a distributed formation controller based on
a leader-follower scheme. In [9] the authors used policy
gradients along with a graph convolutional network (GCN)
and reference targets for each robot to achieve static forma-
tions of drones. [23] and [24] achieved formation control of
maritime unmanned surface vehicles using deep deterministic
policy gradient (DDPG) and deep Q-networks, respectively,
based on leader-follower approaches. Different from the
previous works, we use a multi-agent extension of the soft-
actor-critic (SAC), since the SAC showed improved sample
efficiency when compared to other approaches, including on-
policy methods [25]. Additionally, we only use reference
targets for the centroid of the formation and information
about only two neighbors for each robot. More importantly,
we ensure collision-free training by using MPC-based safety
filters, and we use the attention mechanism to account for the
interaction between the robots.

Safety in MARL: Safety is a crucial aspect in MARL, with
ongoing developments addressing this concern. [26] utilized
control barrier functions (CBF) [27] along with multi-agent
DDPG (MADDPG) for collision-free navigation of two agents.
[12] explored the use of attention modules and decentral-
ized safety shields based on CBF to reduce collisions in
autonomous vehicle scenarios. Similarly, [13] implemented a
centralized neural network as a safety layer with MADDPG
in cooperative navigation. Moreover, [28] proposed using a
predictive shielding approach, along with MADDPG, to ensure
the safety of multi-agents in cooperative navigation scenarios.
[29] presented RL-based model predictive control to achieve
leader-follower formation control of mobile robots while en-
suring their safety. In contrast to the previous works, we
focus on behavior-based navigation where collisions between
agents during navigation is more probable to occur, since the
agents are required to navigate close to each other and not just
have a single instance where their paths intersect. Additionally,
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Fig. 2: The observation space per robot includes lidar readings (red
lines), distances and headings to the goal (df, 67), two neighbors
(dij, 0i5), and the closest obstacle (d;’bs, bes). Additionally, robots
have information about the centroid’s distance to the goal (d?) dZ.

the previous studies focused on the task of having individual
reference targets, which can be achieved by training a single
RL policy and then deploy it to several robots as in [30]-
[32]. Our task, on the other hand, necessitates using a MARL
framework so that the robots interact with each other during
the training to rely only on a reference location for the
centroid. While the previous studies fell short of real-world
experiments, we conducted extensive experiments with both
trained and untrained policies on real robots to demonstrate the
safety of our framework, and the performance of our behavior-
based modification.

III. PROBLEM STATEMENT

We consider the task of safely training a team of mobile
robots to move the centroid of their formation to a desired
target location while avoiding collisions with static obstacles
and neighboring robots, and aiming to maintain predefined dis-
tances between robots. We assume that each robot is equipped
with a lidar sensor to perceive its surroundings, each robot
can localize itself within the environment, and that there is no
pre-knowledge about the environment or existing obstacles.
To ensure the safety of the robots at all times, each robot has
its own safety layer to avoid collisions with its neighbors and
the obstacles. The robots do not communicate with each other,
but navigate cooperatively based on information between their
centroid and the reference target, and the relative distances.
Each robot receives relative distances and angles only about
its two neighbors even if the team consists of more robots, as
illustrated in Fig. [2] Finally, each robot gets the distance and
relative angle to the closest obstacle and the target location
of the centroid. We do not assume that the global information
is available for each robot. This enables the scalability of our
approach when applied to more robots, without retraining the
policy.

IV. OUR APPROACH

In this section, we formulate our work as a MARL problem,
introduce the attention module for agent interaction, and
describe the MPC-based distributed safety filters in detail.

A. Multi-Agent Reinforcement Learning (MARL):

In this work, we adopt the Markov games’ framework [33],
which is formulated as a set of partial observable Markov
decision processes (POMDPs). For the case of [N agents, we
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Fig. 3: Illustrations of the CTDE architecture and attention module.
(a) At each time step, the agent interacts with the environment to
receive the current observation Obs gy, including relative information
about the two neighbors and the closest obstacle, and outputs the
Actiongr,. The MPC controller receives the Statej/pc, overrides any
unsafe actions to prevent collisions, and sends Actionypc to the
robot. During training (blue dashed), critics share all agents’ obser-
vations, while during execution (red dashed), each actor accesses only
its own observation. (b) In the attention-based critics, observations are
encoded separately and fed into attention heads to calculate weights
based on the query, and the key-value pairs. The attention output is
then concatenated with the states and fed into the critics.

have a set S that represents the augmented state space of all the
agents, a set of actions Aj,..., Ay and a set of observations
04, ...,On for each agent. At each time step ¢, an agent 4,
receives an observation correlated with the state of : S —
O;, which contains partial information from the global state
st € S. Where st refers to statery in Fig. . The agent
chooses an action a} according to a policy, m; : O; — A;,
which maps each agent’s observation to an action. The agent
then receives a reward as a function of the state and the action
taken, 7; : S x A; — R. For each agent, the tuple containing
the state, the action, the reward, and the next state is added to
the respective replay buffer D;.

Our approach is based on the soft-actor-critic (SAC) [25] al-
gorithm. We extend SAC to the multi-agent domain and apply
the centralized-training decentralized execution (CTDE) [34]
scheme. During training all the agents share their observations
with each other. However, during execution, each agent has
access to its own observation only as shown in Fig. [3a

For each agent we define the observation space as in Fig.
The observation includes 40 equiangular lidar readings, the
relative distances di and angles 93» to its two neighbors, the
relative distance d¢** and angle 69*° to the nearest obstacle,
calculated from the lidar scan, the relative distance dfoal and
angle 69°! to the goal of the centroid, the distance from the

centroid of the formation to the goal d‘jgﬁimi 4> and the actions

of the robot for the previous time step a' ' which is the pair

i
(!~ w!™h). For the action space, we control the linear and
angular velocities v and w. The reward function for each
robot % is defined as:

t collision
Iy = Tgoal * ]—goal reached + T'; -1

formation obs goal
+ (ri =+ r; + rcent'roid) : 10therwise

collision or stuck

where:

e Tgoa and rgollision are gparse rewards indicating if the

centroid reached the target and if the robot has collided or
hasn’t been moving (stuck) for several consecutive steps,
respectively.

formation ¢ 3 continuous reward for maintaining the
formation, calculated as the negative of the error between
the reference distance among the agents and the actual
distance.
o 7¢%% is a continuous reward for keeping safe distance to
the closest obstacle, calculated as the negative distance
to the closest obstacle.

goal is a continuous reward for guiding the agents
to move their centroid to the desired goal location,
calculated as the negative distance between the centroid

and the goal.

B. Attention-Based Critics:

To effectively capture relative information among agents,
we implement an attention module (Fig. [3b) following the
framework of [35], which computes attention based on queries,
keys, and values. Each agent’s observation is encoded into
embeddings e; ...ex by an encoder network. These embed-
dings are input to the K and V' networks to generate keys and
values, respectively, while the querying agent’s embedding is
processed by the () network. The computed attention weights
are then used to enhance the encoded observations, which
are concatenated with the agent-specific outputs z; from the
attention module and input into the critics to compute Q-
values.

C. Model Predictive Safety Filter:

To ensure the safety of the agents, we implement distributed
shields based on nonlinear model predictive control (NMPC).
The MPC utilizes a mathematical model of the robot (I to
calculate the predicted states based on the current state and
action. At each time step, the MPC solves an optimization
problem (2) to find the optimal control sequence that satisfies
a set of predefined constraints on the states and actions. Only
the first action of the control sequence is applied while the rest
of the sequence is discarded. Prior safety related studies have
employed the MPC as a safety filter [28], [36], [37] due to its
capability to handle systems with multiple states, controls, and
constraints. To minimize the intervention of the MPC-safety
filter and avoid disrupting the exploration of the RL agent, the
mentioned studies align the MPC actions with those of the RL
agent. In our work, we additionally, penalize the RL agent for
deviating from the MPC safe actions, which in turn teaches
the RL agent to not rely on the MPC-safety filter as we show

in Sec[V-C|
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Fig. 4: The figures show the impact of the safety filter on training, with bold lines representing the average and shaded areas indicating the
standard deviation across three random seeds. (a,c) depict the average formation error in the first and second training environments, while
(b,d) display the number of goals achieved per episode, in both environments. The agent with the MPC (ATT_MPC) consistently surpasses
the pure learning agent (ATT) in reducing formation errors and increasing goal achievements. This demonstrates that incorporating a safety
filter reduces the number of episodes required to achieve the desired performance compared to pure learning agents.

1) Safety Filter Formulation:: The robot’s state in NMPC
(Statepypco in Fig. is defined as x = [z,y,0]7, rep-
resenting its position and heading. Controls are denoted by
a = [v,w]”, matching the RL actions. A weighted Euclidean
norm with a positive definite weighting matrix R is denoted
as ||x||% = xT Rx.

2) Prediction Model::
is:

The discrete-time model of the robot

cosf; O
Xt4+1 = X¢ + szn@t 0 azAt (1)
0 1

3) Optimal Control Problem: : To ensure the safety of the
robot while minimizing the intervention of the safety filter, we
formulate the optimization problem for each robot ¢ at time
step t as follows:

min
Xt:t4+T|t>
AT -1t

lars —auel&, + ZnatwnR + Zn e 15
e

+ Z t+k\t I+ ZH i ,r+k\t 1% (2a)
S.t. Xt‘t = X, (2b)
Xephotift = f(Xeqrpe> etre), VA =0,1,..,T =1 (20
a k) €A, Vk=0,1,...,T -1 (2d)
Xirk|t € X, Vk=0,1,...,T -1, (2e)

where 1" represents the prediction horizon. The notation
t + k|t indicates predictions at time ¢+ k, assuming the current
time is ¢. The optimization terms in (2a) are structured in
three main components. The first term measures the deviation
between the RL agent’s proposed action ars, (Actiongy, in Fig.
and the initial MPC action ay (Actionyspc), optimizing
for minimal discrepancy. The Second term minimizes the
magnitude of future control signals aj, promoting smoother
transitions. Third, the distances dist; ; and dist; » between the
robot and its two neighbors, as well as dist s to the nearest
obstacle, are penalized to ensure safety. The exponential
function applied to distances has proven effective in enhancing
obstacle avoidance, as shown in previous research [38]. Weight
matrices Ry, R, and D are manually tuned to balance the
contributions of the cost terms.

Constraints ensure adherence to system dynamics
and operational limits, defined as follows: (2b) sets the initial
state, enforces the robot’s dynamic model, 2d) and (2¢)
maintain the actions and states within predefined bounds,

where X and A denote the allowable sets of states and controls,
respectively.

The safety filter, operating independently of the behavior-
based navigation task, ensures robot safety by aligning with
RL agent actions to maintain exploratory integrity during
training. It is compatible with any MARL framework as it
does not change the RL algorithm as we show in Sec[V-D] For
implementation, we employed acados [39], a tool for solving
nonlinear optimal control problems.

V. EXPERIMENTAL EVALUATION

The main focus of this work is to achieve behavior-based
navigation of mobile robots while ensuring the safety of the
robots. We design the experiments so that we can: (i) study
the effect of using the MPC on the training of the RL agents,
showing that we can achieve collision free training to learn
the task in fewer number of episodes (Sec. , (ii) compare
our approach against baselines in simulations, demonstrating
that our approach outperforms state-of-the-art baselines, that
our RL agent learns to not rely on the MPC-safety layer
indefinitely, and that the MPC-safety layer can be integrated
with other RL algorithms (Sec. [V-BfV-D)), (iii) show that our
approach can be transferred on real robots (Sec. [V-E), (iv) test
the ability of the trained policy to generalize to more agents
than used during training (Sec. [V-F).

A. Training With the MPC Filter

To evaluate the MPC’s impact on agent training, we sim-
ulated two environments commonly used in the safe MARL
literature [12], [13], [26], [28], [29]. The first environment is
an empty walled setup to teach the robots to move the centroid
to the goal. The second environment includes randomly placed
obstacles for collision avoidance learning. We train the policies
in both environments with and without the MPC. We utilized
the same network parameters to isolate the MPC filter’s effects.
Additionally, we introduced a penalty in the RL policy for
deviations from the MPC-safe actions. Comparative metrics
include average formation error, number of goals reached per
episode, and number of collisions. Each episode terminates
once the maximum number of steps is reached, or one of the
robots collides or is stuck.

The average formation error is defined as follows:

1
Formation Error = N Z[distm - dwt:eyf}
=1



Goals Reached W/o Obs. Goals Reached W/ Obs. S-Shaped Path
Agent Success T | Colls | | Tout | | Success T | Colls | | Tout | | Goals Reached 1 Time (sec.) | Colls | Avg form err (m) |

Ours 99.5% 0 0.5% 96.2% 0 3.8% 100% 108.93 + 14.8 0 0.392 + 0.17

MASAC [40] 58% 8.9% 33.1% 51.8% 26.3% 21.9% 75.8% 134.63 £ 213 2.8 £ 3.65 1.25 £ 0.15
MADDPG [41] 9.5% 57.7% 32.8% 6.6% 81.5% 11.9% 12.4% 1189 + 2839 | 4.16 £ 3.81 4.05 £+ 4.06
DMPC [38] 13.9% 0 86.1% 6.9% 0 93.1% 13.4% 162.7 + 15.53 0 0.127 £ 0.184

Can we execute our method without the MPC?
Ours without MPC 986% | 14% | 0 [ 96% | 25% | 15% | 93.7% [ 11235 £ 167 [ 045 £ 148 | 0.42 +0.23
Integrating the MPC Safety Layer with the Baselines

MASAC [40] (With MPC) 67.7% | 0 [ 323% | 603% | 0 [ 397% | 79.9% [ 129.54 £ 387 | 0 [ 098 + 0.18
MADDPG [41] (With MPC) 104% | 0 [ 89.6% |  76% | 0 | 924% | 13.05% | 1649 +41.02 | 0 | 3.56 £+ 3.67

TABLE I: The table shows the performance of our approach against multi-agent SAC (MASAC), multi-agent DDPG (MADDPG), and
decentralized model predictive control (DMPC) in simulation. Additionally, it demonstrates the results for testing our approach without the
MPC-safety filter, and testing the baselines with the MPC-safety filter. The percentage reflects the proportion of achieved goals, collisions,
and timeouts in relation to the 1000 trials in case of the goal reaching scenarios , and 120 tests for the S-shaped path test. Our approach makes
zero collisions in all configurations, and takes less time to reach the desired locations. Disabling the MPC-filter results in fewer successful
runs in all scenarios, as collisions tend to happen. Eliminating the collisions from the MASAC results in better performance with respect to
reaching more goals. For the MADDPG, there is no noticeable improvement.
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where dist:,ef is the reference distance between robots ¢ and
J, while dist; ; is the actual distance.

We denote the agents without the MPC filter as ATT, and
those with the MPC as ATT_MPC. The results, displayed
in Fig. [4] highlight the efficacy of the MPC filter in training
enhancement. Notably, ATT_MPC reduces the average for-
mation error to less than 0.5 meters within 1,000 episodes,
a significant improvement over ATT, which requires about
4,000 episodes to achieve similar performance (Fig. fa] [Ac).
This enhancement is largely due to the MPC filter’s ability to
eliminate collisions, facilitating more effective exploration by
the robots.

Additionally, Fig. [db] [d] illustrate that including the MPC-
filter leads to reaching more goals per episode compared
to the pure learning agents. These experiments show that
we are able to decrease the number of episodes required to
achieve the desired behavior, which is a crucial aspect for
safe reinforcement learning, since fewer episodes means fewer
resets of the environment in the real-world.

B. Testing Against Baselines in Simulation

We evaluated our approach against three state-of-the-art
baselines to validate its effectiveness in motion planning tasks.
The baselines include:

o MASAC: A multi-agent variant of the Soft Actor-Critic
(SAC) [40], as it outperformed several MARL baselines
in the motion planning tasks.

« MADDPG: The Multi-Agent Deep Deterministic Policy
Gradient [41], a standard benchmark in MARL studies.

« DMPC: A decentralized model predictive control ap-
proach [38], using the centroid’s reference as the goal

for each robot, while maintaining inter-robot distances.

The RL agents were trained over two stages, each consisting
of 4,000 episodes, with pre-trained agents loaded for further
training in the second stage to adapt to obstacle avoiding sce-
narios. We compare between the agents in different scenarios.

Reaching a Single Goal: In the first scenario, we tested
the ability of the robots to reach the desired goals starting
from different configurations with and without obstacles in
the environment. At the start of each episode, the locations of
the robots, obstacles, and goal location are randomized. The
results are summarized in Table [ Our approach outperforms
the baselines in terms of all three metrics.

S-Shaped Path Following: In this scenario, we simulated
S-shaped paths for the centroid of the robot formation to
replicate a real-world application where robots must navigate
cooperatively following a path, e.g. conducting surveillance
across multiple locations. We defined eight distinct S-shaped
paths and initiated the robots from 15 varied starting configu-
rations for each path.

The performance was evaluated based on completion time,
collisions, and formation error, with results summarized in
Table [Tl Our approach demonstrated superior performance in
completion time and collision avoidance, achieving the least
time and zero collisions. While the DMPC showed the smallest
formation error, it struggled with efficient positioning around
the centroid, resulting in prolonged completion times. Among
the learning-based methods, our approach exhibited the lowest
formation errors, underscoring its effectiveness in maintaining
formation while navigating.

C. Can we execute our method without the MPC?

In this section, we investigated if the MPC-filter can be
disabled after training. We mentioned in Sec[V-A] that we
added a penalty for deviating from the MPC-safe actions.
In Fig. ] we show that this penalty decreases over time,
indicating the agents learn to adhere to the safe actions. To
further test the agent without the MPC-safety filter, we used an
agent previously trained with the MPC-filter, deactivated the
MPC-safety filter and tested the agent in the same scenarios.
Performance outcomes are detailed in Table [l While the
agent without the MPC-filter achieved over 90% in all tests
showing that it can be used without the MPC, it failed to
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Fig. 6: Target Reaching Configurations test. The top row indicates the starting configurations, while the bottom row shows the final reached
configurations by our approach. The yellow arrows indicate the starting orientation of the robots, while the red circles show the target location
for the centroid of the formation. The configurations are arranged from left to right in terms of difficulty. The Collinear and Facing each
other configurations were not experienced during the training, making them more difficult compared to the other configurations. However,
our approach was able to successfully complete the tasks with zero collisions.

Reaching a Single Goal
Agent Ours MASAC [40]

Configuration | Success T | Time (sec.) | | Colls | | Success T Time (sec.)) Colls |
In-formation 100% 27.58 + 7.82 0 100% 447 £ 154 1.0+£0
3-corners 100% 22.3 + 0.37 0 100% 35.01 + 16.6 1.0+0
Centerline 100% 17.71 £ 0.43 0 100% 18.6 £ 0.21 1.5+ 07
Collinear 100% 15.94 £+ 1.6 0 100% 1555 £ 35 | 0.5+ 0.7
Face-to-face 100% 4577 £ 22 0 100% 22 + 6.5 25+ 0.7

TABLE II: The table shows the performance of our approach against multi-agent SAC (MASAC). Each scenario is tested two times using
each approach. Our approach makes zero collisions in all configurations. In terms of the time taken, our approach took less time to reach
the desired locations for the centroids in the first three configurations. The last two configurations were previously unseen during the training
which explains why our approach took more time to reach the target, nevertheless with zero collisions unlike the MASAC.

avoid collisions as effectively as it did with the MPC enabled,
highlighting the MPC’s critical role in ensuring safety.

D. Integrating the MPC Safety Layer with the Baselines:

We evaluated the baseline models after being retrained with
the MPC safety layer and evaluated their performance using
the established tests. The outcomes are detailed in Table [l
Incorporating the MPC with MASAC eliminated collisions,
which increased the number of goals achieved but also led to
more timeouts, indicating the MPC’s intervention to prevent
collisions. Adding the MPC to MADDPG did not yield
improvements, potentially due to the inherent stability issues
of DDPG [25]. The frequent timeouts suggest that the MPC
often stops the robots to avoid collisions, resulting in timeouts
due to the robots being stuck.

E. Real-World Experiments

In the accompanying video, we demonstrated the behavior
of initial (random) policies with and without the MPC filter on
real robots, showcasing that our approach enables safe training
on physical robots. However, training multiple robots in the
real world is currently impractical due to time requirements.
Our framework, although collision-free, requires 25 hours of
simulation time, which translates to about 100 hours of real-
world training.

Previous studies on safe MARL [12]-[14], [26], [28] have
only evaluated final policies in simulations. In contrast, we
validate our trained policies on real robots. The aim of

these experiments is to demonstrate the zero-shot transfer of
behavior-based navigation and the safety of our approach.

For comparison, we selected MASAC as a baseline due
to its superior simulation performance over MADDPG and
DMPC (Sec. [V-B), and trained both for the same number of
episodes. The policies were then tested in real-world scenarios
identical to those used in simulations.

Reaching a Single Goal: We tested five different starting
configurations with a target location for the formation centroid,
as shown in Fig. [| Each configuration was tested twice for
each policy, with results summarized in Table ([T} Our approach
consistently achieved zero collisions across all configurations,
including unseen scenarios, demonstrating superior generaliza-
tion and safety. Additionally, our method reached the targets
faster than MASAQC, as it better coordinates robot movements.

In unseen scenarios, our approach required more maneuvers
to avoid collisions, unlike MASAC, where robots reached the
targets but failed to avoid collisions. For example, in the face-
to-face configuration, our robots rotated and moved sequen-
tially to avoid collisions, whereas MASAC robots collided
and moved while touching, which explains the less time taken
(these results are shown in the video). All tested configurations
were reachable by both methods. We further tested more
configurations that were not reachable by the baseline in the
video. Both approaches were tested in obstacle avoidance
scenarios. Fig. |’Z| show two of these scenarios, and the results
are shown in Table [l

S-Shaped Path Following: In the S-shaped path scenario,



(a) S-Shaped path

(b) Scenario A

(c¢) Scenario B

Fig. 7: The figures show the S-Shaped path tests and two scenarios of the obstacle avoidance tests. (a) shows the S-shaped path. The red
circles indicate the target locations for the centroid of the formation, where the first and final targets are indicated by the letters S, E,
respectively. (b,c) show two different scenarios for obstacle avoidance. The robots start from the shown configurations and navigate towards
the goal while avoiding collisions with the obstacles shown in the figures.

Goals Reaching With Obstacles S-Shaped Path
. . ] Goals Completion L. Avg
Agent Success T | Time (sec.) | | Colls | | Toutsl reached T time (sec.) 1 | Collisions | form err (m)'L
Ours 100% 31.43 + 5.56 0 0 100% 143.2 £+ 5.7 0 0.34 + 0.016
MASAC [40] 0% - 100% 0 96.2% 2122 £538 | 73 £ 152 0.58 & 0.35

TABLE III: The aggregated results for the obstacle avoidance and the S-Shaped path tests. Our approach completes all four tests with zero
collisions. The MASAC was not successful in reaching the goals in case of obstacle avoidance tests due to collisions with the obstacles in all
tests, eventually resulting in timeouts. The S-Shaped path test was carried out three times for each approach. The MASAC reached 96.2%
of the targets, since the robots failed to reach some targets within the allowed number of steps. During the tests, if the robots take more than
200 steps to reach a target, the next target in the path is given instead, and the previous target is counted as a timeout.
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(a) Generalizing to four (b) Generalizing to five
agents agents

Fig. 8: Example scenarios (a) and (b) show the generalization of
the trained policy to a larger team of robots. The robots successfully
move their centroid from the starting location (green circle) to the
target location (red circle). The yellow lines indicate the movement
of the centroid through the different locations.

Goals Reaching Test With More Robots
Number of Robots | Goals reached | Collisions | Timeouts

Three 99% 0 1%
Four 97% 0 3%
Five 91% 0 9%
Six 79% 0 21%
Seven 76% 0 24%
Eight 70% 0 30%

TABLE IV: The table shows the performance of our approach
when generalizing to more robots, over 100 episodes. The percentage
reflects the proportion of achieved goals, collisions, and timeouts
in relation to the total number of trials. Our approach is able to
generalize to more robots with zero collisions. However, as the
number of robots increased, we observed an increase in timeouts,
attributed to the conservative nature of the MPC filter.

Fig. [Tal we run the test three times for each approach and
recorded the number of collisions, the average formation error
over the whole path, number of timeouts, as well as the
time taken to complete the path. The results are summarized
in Table Our approach was able to successfully reach
all targets without making any collisions, and in less times
compared to the MASAC. Additionally, our approach had less
average formation error compared to the MASAC over all the

runs.

F. Generalizing to More Robots

Finally, we show that by relying only on information from
two neighbors, our method can scale to more robots while
maintaining a fixed observation size, regardless of the number
of robots.

We evaluated the performance of the trained policy with
up to eight robots, as shown in Fig. [8] For each robot, we
defined two neighbors and tested the policy using the previ-
ously introduced goal reaching scenarios. Metrics included the
number of goals reached, collisions, and timeouts, with results
summarized in Table[[V] The robots successfully cooperated to
move their centroid to the target locations, with zero collisions.
Howeyver, as the number of robots increased, we observed an
increase in timeouts, attributed to the conservative nature of
the MPC filter. These trade-offs are expected in safety-critical
systems, where eliminating collisions is paramount.

VI. CONCLUSIONS

In this study, we presented a safe multi-agent reinforce-
ment learning (MARL) approach to achieve behavior-based
cooperative navigation without individual reference targets in
real-world scenarios. Our findings demonstrate that relying
on the centroid of the formation is sufficient for robots to
navigate cooperatively. By integrating MARL, and model
predictive control (MPC)-based safety filters, we ensured zero
collisions during training and achieved faster convergence.
The inclusion of a safety layer not only eliminated collisions
but also significantly improved training efficiency, leading to
faster convergence of the MARL policies. This has crucial
implications for addressing the sim-to-real gap, as it highlights
the benefits of incorporating safety layers into RL training.
Our trained policies, applied to real robots, outperformed
baseline methods in various tests in terms of success rate,
number of collisions and completion times, confirming the
effectiveness of our approach. Our experiments show that
training on real robots is safe, eliminating collisions even
during early exploration stages.
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