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a b s t r a c t

Quadrotors are increasingly expected to perform a wide variety of tasks that put them in close
proximity to other objects and surfaces in the environment (including other quadrotors), where
they are often subject to significant external forces and torques resulting from aerodynamic effects.
We present an algorithm – based on an Unscented Kalman Filter – that estimates such forces and
torques without making assumptions about their source, allowing us to bypass much of the complexity
involved in modeling how wind currents interact with quadrotor dynamics. Furthermore, our algorithm
does not rely on special sensors, making it suitable for commercial systems where payload and add-
on capabilities are limited. Via experiment we show that the estimation algorithm can be used in
conjunction with controls and machine learning for detecting and avoiding downwash and walls, and
for tracking wind from a fan. We also show that the algorithm is sensitive enough to measure even
small changes in force and torque.

© 2019 Elsevier B.V. All rights reserved.

Quadrotors often experience significant external forces that
affect their dynamic behavior. Yet as advances in sensing and
computing have led to the development of exceptionally small
and capable quadrotors, the variety of tasks we expect them to
perform has increased, and so, too, has the variety and complexity
of the aerodynamic disturbances they must cope with. For exam-
ple, in inspection applications we expect quadrotors to physically
interact with and fly in close proximity to surfaces and objects in
the environment [1].

1. Introduction

Quadrotors often experience significant external forces that
affect their dynamic behavior. Yet as advances in sensing and
computing have led to the development of exceptionally small
and capable quadrotors, the variety of tasks we expect them to
perform has increased, and so, too, has the variety and complexity
of the aerodynamic disturbances they must cope with. For exam-
ple, in inspection applications we expect quadrotors to physically
interact with and fly in close proximity to surfaces and objects in
the environment [1–5], and in flight formation applications we
expect them to fly in close proximity to each other [6–8]. Given
this diverse range of applications, it is challenging to model all the
force interactions that a quadrotor might encounter; and yet the
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ability to accurately estimate and react appropriately to external
forces is often essential to the safe and effective completion of
a given task. This paper presents a force estimation algorithm
that does not rely on specialized sensors or models of the task
at hand, but rather estimates the aerodynamic forces directly.
The algorithm thereby bypasses much of the complexity involved
in modeling how air currents interact with quadrotor dynamics.
Based on the Unscented Kalman Filter (UKF), the algorithm can be
used to map the forces experienced by a quadrotor as it flies near
such diverse objects as a fan, a wall, and another quadrotor, for
example. We demonstrate via experiment how measurements of
this force field can be used in combination with machine learning
or admittance control to enable a quadrotor to achieve a desired
behavior during each one of these interactions.

In this paper, we use the term ‘interaction’ to describe an ex-
ternal source exerting a force on the quadrotor. In particular, we
consider external forces that are repeatable when parametrized
by the state of the interaction, that is, for example, the proximity
to a wall, the position relative to a fan or to another quadrotor, or
the position of a quadrotor relative to the downwash of another
quadrotor. We specifically focus on reacting to aerodynamic dis-
turbances in this work, as these are commonly experienced by
quadrotors and other unmanned aerial vehicles.

Compared to our previous work [9] we have: (i) shown that
external forces and torques can be used to detect proximity to
the wall, (ii) included a more extensive literature review, (iii)
conducted a comparison of our force estimates to an analytical
model for ground effect, and (iv) included more detail on our
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experiments and methods for acquiring the necessary parameters
of our algorithm.

One well-studied aerodynamic effect is known as downwash,
which occurs when one quadrotor creates a strong, downward
flow of air that causes catastrophic loss of lift in a second quadro-
tor that is passing below it. Early approaches to dealing with
downwash in practice involved measuring the affected region
and ensuring that no quadrotor passed into it [6]. To enforce
this, they used central coordination which is not always prac-
tical. Since then, in the hope of designing a controller that can
compensate for the downwash effect, researchers have tried to
model how the downward airflows affect the lower quadrotor [7].
Promising results were shown in simulation, assuming the lower
quadrotor is equipped to measure air speed and has known
aerodynamic properties. In practice, however, it can be difficult
to identify these parameters, and mounting wind speed sensors
out of the quadrotors own downwash may require an elabo-
rate mount [10], which is not always possible for commercially
available quadrotors.

Enabling quadrotors to function in downwash was further
studied in [8]. Here, researchers designed a specialized sensor to
measure the wind speed around a quadrotor, modeled the airflow
induced by the downwash, and then used these in conjunction to
localize the lower quadrotor relative to the downwash and plan a
safe path around it. Results were promising, but like the previous
example, the approach requires a specialized sensor, making it an
impractical solution for commercially available quadrotors that
do not accommodate the modular addition of sensors.

Instead of directly measuring wind, researchers in [11] esti-
mated wind speed using on-board sensors and a model of how
wind affects the quadrotor dynamics (simulation results only).
They estimated the quadrotor’s position, velocity, attitude, and
body angular rate using an Extended Kalman Filter, and then used
these quantities to calculate wind speed by inverting a simplified
model for the wind effects on a quadrotor. While this eliminates
the need for a specialized sensor, it still requires a detailed model
of the quadrotor’s aerodynamics and an accurate identification of
several model parameters. Identifying these parameters can be
an intricate and time-consuming process [12]. We will show that
such detail is not necessary for tasks such as downwash detection,
or even positioning relative to a fan using the forces induced
by the wind disturbance. We instead bypass much of the com-
plexity involved in modeling how wind currents affect quadrotor
dynamics and estimate the aerodynamic forces directly.

Another aerodynamic often studied aerodynamic disturbance
is known as the ground effect - the phenomenon that less thrust is
required for a quadrotor to hover close to the ground. Researchers
in [13] identified this relationship for a specific quadrotor, and
showed how it can be used to estimate the height above the
ground based on measurements of the motor turn rates required
to hover. In their study, the ground effect began to reduce motor
turn rates required to hover 20 cm above the ground, and reduced
it by 10% once the quadrotor was within 5 cm of the ground. They
used this relationship to map the height of several obstacles on
the ground ranging in height from 6 to 15 cm. The quadrotors
moved at 6 cm/s, 20 cm above the ground in a grid pattern
guided by an external motion capture system, and produced a
qualitatively accurate height map of the room. The authors noted
that data from a test rig consisting of an isolated propeller with
adjustable height and a load cell was consistent with analytical
models of the ground effect, but not with the data from free flight.
As a consequence, we chose to conduct all of our experiments on
quadrotors in flight.

While analytical models have been established for identifying
the effects of (and controlling for) flying in wind, near the ground,
and in close proximity to other quadrotors [7,11,13], wall effects

are less well understood. To the best of our knowledge, there
are no comparable studies of the aerodynamic forces involved
when flying near walls, even though researchers have suggested
numerous applications where this might be useful [1–5]. For this
reason, we study the effects experimentally, and use machine
learning techniques to identify when the vehicle is close to the
wall.

There is no comparative study of aerodynamic forces close to
the wall even though researchers continue to show numerous
applications where quadrotors are required to perform tasks close
to walls. For the ground effect, and the effects of flying in wind
fields and in close proximity to other quadrotors, analytical mod-
els have been established that can be used to assist in control and
identification. To our knowledge, there does not exist a similar
relationship for the wall effect. For this reason, we study the
associated aerodynamic effects experimentally and use machine
learning techniques to identify when the vehicle is close to the
wall. We use this example to show that our algorithm is sensitive
enough to measure even small changes in force and torque.

In order to lift the final requirement of an aerodynamic model
for sensing forces caused by downwash or flight in proximity
to surfaces, we build on work that considers external force es-
timation for quadrotors. This was first presented in [14] with a
focus on human–quadrotor interaction. Authors used a Kalman
filter and a model of the closed loop dynamics of the quadrotor
(linearized around hover) to estimate force along the x-axis; the
force estimate was then used as input to an admittance controller.
Their analysis applies to estimating the full 3-D external force
vector, but is restricted to small changes in attitude and external
force.

Since then, much research has been done using external force
and torque as an input to quadrotor algorithms, and force and
torque estimators have evolved to better suit the demands of
increasingly complex tasks. A non-linear observer was first ap-
plied to the task of estimating external forces and torques by [4],
and later extended in [15]. Authors in [15] showed, in theory,
how an accurate force and torque estimate could be used to
reduce the risk of damage in a collision, in a tactile mapping
task, for impedance control, for takeoff and landing detection,
and for identifying the material of a surface by colliding with
it. Experimental results in [15] were only shown for takeoff and
landing detection, for collision detection and location, and for
impedance control. In practice, the inputs and outputs of the
non-linear observer must be carefully filtered (which can be an
intricate and time-consuming process) since it does not account
for noise in its formulation.

Researchers studying robot manipulation devices face sim-
ilar challenges when estimating the contact force and torque
involved when a manipulator interacts with a surface. Dynamics
for robotic manipulators are non-linear, and measurements of
any real system are noisy. Key work by [16] shows that non-
linear, stochastic estimation techniques, in particular the Un-
scented Kalman Filter (UKF), are well suited for this task since
they explicitly account for the stochastic nature of the real sys-
tem in their formulation. The Extended Kalman Filter (EKF) has
been used successfully to perform state estimation for a small,
autonomous helicopter showing that this type of approach is ca-
pable of providing the relevant accuracy and update rate required
by small, agile UAVs [17]. The purpose of the study by [16] was
to compare two different recursive techniques for contact force
and torque estimation. Results in simulation showed that the
UKF out-performed an EKF for contact force and torque estima-
tion. Experimental results were comparable, suggesting that other
sources of error were more significant, however there are other
advantages to the UKF, which we will explain later. Since both
manipulators and quadrotors have highly non-linear dynamics,
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we hypothesized that the UKF might be similarly extended to
quadrotors. We hence use this approach to estimate external
forces and torques acting on quadrotors in several experimental
settings, and compare this algorithm to a non-linear observer in
simulation.

There are many algorithms that modify the behavior of a
quadrotor based on estimates of external forces and torques.
These include: admittance control [14,15], which modifies the
reference trajectory based on a force input; impedance con-
trol [15], which modifies the force a quadrotor applies to its
environment given tracking error; interconnection and damping
assignment [4], which modifies the apparent drag and inertial
properties of a quadrotor; and tool manipulation [18], which
involves applying a tool to a surface with a desired force along
a trajectory. These all define a control law directly in terms of
the external force and torque. We will show that our estimation
algorithm is amenable to this kind of algorithm by demonstrating
its performance with an admittance controller in experiments.
Another set of algorithms defines a set of discrete state–action
pairs, such as take-off and landing detection or collision detec-
tion [15]. For these specific examples, a force threshold is often
sufficient to distinguish between two states since the forces expe-
rienced in each state of the interaction are significantly different.
We will demonstrate that this is the case for detecting downwash.
Choosing these thresholds manually can be difficult when dealing
with smaller forces, especially when there is no model for how
the forces vary during the interaction (e.g. during flight close to a
wall). In this case, we use machine learning techniques that have
been successfully employed in ground robotics for contact-based
terrain classification.

Contact-based terrain classification often relies on data from
a probe being dragged across the surface in question [19,20]
or from actuator and accelerometer measurements from a robot
driving over various types of terrain [21,22]. Statistical or spectral
properties of these signals are used as features to distinguish
between the different terrain types. Machine learning algorithms
assign a set of values for these features to each terrain type, which
allows these algorithms to distinguish between many different
types of terrain without knowing the shape of these sets ahead of
time [20]. This property is advantageous for wall detection since
we do not know the relationship between forces and torques
experienced by a quadrotor and its proximity to the wall.

In [23], a comparison of different machine learning approaches
showed that a Support Vector Machine (SVM) was well suited
for terrain classification compared to other methods such as a
probabilistic Neural Network, k-nearest neighbor searches, deci-
sion trees, and Naive Bayes. Other advantages of SVMs are that
they result in a convex optimization problem, have only a few
parameters, and can capture complex decision boundaries. For
these reasons, and because it performed well on our data sets in
initial trails, we chose to use an SVM for our application; namely,
for wall detection using only measurements of the quadrotors
position, attitude, and motor speed.

Our first contribution to the study of force and torque estima-
tion is that our estimator can handle noisy measurements. Based
on an Unscented Kalman Filter (UKF), we develop an external
force and torque estimator that: (i) uses a non-linear model for
the quadrotor dynamics; (ii) explicitly takes into account sensor
noise and imperfections in our quadrotor model; and (iii) is light-
weight enough to be implemented in applications that require
high update rates.

Our second contribution is that we demonstrate via experi-
ment how the estimated values of force and torque can be used
to react to a wide variety of aerodynamic disturbances without
explicitly modeling them. Specifically: we use force estimates to
detect downwash and design a downwash avoidance strategy; we
use an admittance controller to enable a quadrotor to track the
center of a fan; and we detect proximity to a wall by means of a
machine learning algorithm.

Fig. 1. Coordinate frames and variable definitions for the quadrotor where B is
the body-fixed frame and G is the global frame. The collective thrust ct produced
by the four motors is shown in red. External forces fe = (f ex , f ey , f ez ) and torques
τe = (τ e

x , τ
e
y , τ

e
z ) are shown in blue and orange, respectively, and expressed in

global coordinates. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

2. Notation

In this paper, vectors are represented by boldface, lowercase
characters and matrices by boldface, uppercase characters. Unit
vectors are represented by ˘(·). We denote the (n × n) identity
matrix by 1n×n. The first and second derivative of a quantity with
respect to time are denoted by ˙( ) and ¨( ), respectively.

For a (3×1) vector, a ≜ [ax, ay, az]T , we define a× as the (3×3)
skew-symmetric cross product matrix,

a× ≜

[ 0 −az ay
az 0 −ax
−ay ax 0

]
. (1)

3. Force and torque estimation

This work focuses on force-based interactions between a
quadrotor and its environment. A core component of this work,
therefore, is an algorithm that estimates external forces and
torques. External forces and torques are quantities that cannot be
explained by our first-principles quadrotor model but are exerted
by external sources. We present a force/torque estimation scheme
based on the Unscented Kalman Filter (UKF), which carefully
models the source of process and measurement noise. This greatly
simplifies the tuning process because many tuning parameters of
the estimation scheme can be derived from the noise properties
of the sensors and actuators.

3.1. Quadrotor dynamics

The estimation algorithm is based on a first principles model
of the quadrotor augmented with external forces and torques. In
this section, we present the continuous-time dynamics model.

3.1.1. Coordinate frames
The global frame G is defined by axes {G ĕx, G ĕy, G ĕz}, with G ĕz

pointing in the opposite direction to the gravity vector. The origin
of the body frame B = {Bĕx, Bĕy, Bĕz} is located at the center of
mass of the quadrotor, with Bĕx pointing in the preferred forward
direction. The Bĕz-axis is perpendicular to the plane of the rotors,
pointing vertically up against gravity during hover (see Fig. 1). The
rotation matrix R transforms quantities expressed in G to B.
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Fig. 2. Each motor is a distance l from the x- (or y)-axis, and produces a thrust
ci shown in red. The direction of rotation for each motor is shown in light blue.
(For interpretation of the references to colour in this figure legend, the reader
is referred to the web version of this article.)

3.1.2. Translational dynamics
The quadrotor is modeled as a rigid body with mass m and

(3× 3) inertia matrix I. This model neglects aerodynamic effects
but has proven accurate in experiments at low speeds where
unmodeled aerodynamic effects are not significant [24].

The quadrotor is actuated by four propellers. Individually, each
motor i, i ∈ {1, 2, 3, 4} produces a thrust proportional to the
squared motor turn rate [6], ci = kiΩ2

i , where the constant of
proportionality ki may vary depending on the individual propeller
efficiency. The individual forces sum up to give the collective
thrust

ct =
4∑

i=1

kiΩ2
i , (2)

which acts along Bĕz .
Letting x = [x, y, z]T be the position of the center of mass of

the quadrotor in the global frame G and ẍ its second derivative
with respect to time, the translational dynamics read as

ẍ = RT ct/m− g+ fe/m, (3)

where ct = [0, 0, ct ]T , g = [0, 0, g]T is the gravitational force
with gravitational constant g , and fe is a (3×1) vector of external
forces.

3.1.3. Rotational dynamics
We model the quadrotor in the ‘X’ configuration, referring to

Figs. 1 and 2, where each motor is a distance l away from the
body x-axis and y-axis. The motors act in pairs to produce a
thrust differential that results in a torque, which is conveniently
expressed in the body frame, τm = [τm

x , τm
y , τm

z ]
T . Referring

to [6] and Fig. 2, the x- and y-components of τm are calculated
using

τm
x = l(k1Ω2

1 + k2Ω2
2 − k3Ω2

3 − k4Ω2
4 ) (4)

and

τm
y = l(−k1Ω2

1 + k2Ω2
2 + k3Ω2

3 − k4Ω2
4 ). (5)

In addition, each motor produces a torque Mi, i ∈ {1, 2, 3, 4}
about its own axis of rotation, which is opposite to its direction
of rotation (see Fig. 2). This torque is also proportional to the
squared motor turn rate by constants pi, Mi = piΩ2

i [6]. Motors
2 and 4 rotate in the positive Bĕz direction opposite to motors 1
and 3. The resulting torque is

τm
z = p1Ω2

1 − p2Ω2
2 + p3Ω2

3 − p4Ω2
4 . (6)

The external torque, τe, which comes from unmodeled external
sources, is expressed in the global frame (see Fig. 1).

Letting ω = [ωx, ωy, ωz]
T represent the angular velocity of the

quadrotor expressed in the body frame, the rotational dynamics
read as

Iω̇ = Rτe + τm − ω × Iω, (7)

where R reflects the quadrotor’s orientation.
The orientation of the body frame with respect to the global

frame can also be represented by the (4 × 1), unit quater-
nion q = [q0, qv]

T ,

q ≜

[
q0
qv

]
=

[
cos(θ/2)
ŭ sin(θ/2)

]
. (8)

The unit quaternion describes a single rotation by an angle θ

about an axis ŭ, which is a unit vector expressed in G. Quaternions
have several important properties: they are smooth, singularity-
free, and less susceptible to round-off errors than rotation ma-
trices [25]. However, like rotation matrices, unit quaternions
must sometimes be re-normalized due to machine precision and
round-off errors. According to [26], unit quaternion q can be
converted to the rotation matrix RT ,

RT
= (2q20 − 1)13×3 + 2qvqT

v − 2q0q×v , (9)

where we use the notation introduced in Section 2.
Quaternions evolve through time according to

q̇ =
1
2
Ξ (ω)q, (10)

where

Ξ (ω) =
[
0 −ωT

ω −ω×

]
. (11)

Together, these result in the rotational equations of motion,

q̇ =
1
2
Ξ (ω)q, (12)

Iω̇ = Rτe + τm − ω × Iω, (13)

where R is obtained from q using (9).

3.1.4. Summary of the quadrotor dynamics
The continuous-time quadrotor dynamics with state

(q,ω, x, ẋ) and inputs ct and τm are given by:

q̇ =
1
2
Ξ (ω)q, (14)

Iω̇ = Rτe + τm − ω × Iω, (15)

ẍ = RT ct/m− g+ fe/m, (16)

with

RT
= (2q20 − 1)13×3 + 2qvqT

v − 2q0q×v , (17)

and ct and τm being functions of motor turn rate according to (2),
(4), (5), and (6).

3.2. Prediction model

The dynamics model of the quadrotor derived above enables
us to predict the quadrotor’s motion based on the current state
of the quadrotor and the applied input. We use this information
in the prediction step of the UKF. In this section, we adapt
(14)–(16) to accurately represent both the discrete nature of the
measurements and inputs, and the uncertainties in the model.

In the following, we use subscript k to denote the discrete-
time index (i.e., xk = x(kT ) with T being the discrete-time
sampling period) and make reasonable assumptions about how
quantities vary between time-steps.
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3.2.1. Translational dynamics
In order to discretize the continuous-time dynamics, we as-

sume constant acceleration in the global frame between time-
steps, that is, constant external force and constant thrust, where
we neglect the change in direction of ct in G over one time-step.
These are reasonable assumptions for small time-steps (in our
work, T = 5 ms). Under these assumptions, the time-discretized
translational dynamics (3) become

xk = xk−1 + T ẋk−1 +
1
2
T 2ẍk−1, (18)

ẋk = ẋk−1 + T ẍk−1, (19)

ẍk = RT
k (ct,k + ηct ,k)/m− g+ fek/m. (20)

We use Rk as opposed to Rk−1 since the predicted motor thrust
will act in the direction of Rk at time-step k, which corresponds to
ẍk. The rotation matrix Rk is obtained using the discrete rotational
dynamics in the following section.

We have also added process noise in (18)–(20). The primary
source of this uncertainty is that the model for the thrust pro-
duced by each propeller, (2), is not exact. The thrust mapping is
derived close to hover and does not perfectly reflect the quadro-
tor’s behavior when its air speed and attitude are non-zero [27].
Moreover, the measurements of the motor turn rates are quan-
tized to 8-bit, values which adds quantization noise to the sys-
tem. To account for these effects, we add zero-mean Gaussian
noise, ηct ,k ∼ N (0,Qct ), to the nominal thrust. The variance
of the first and second element of ηct ,k are non-zero because
the estimate of the orientation of Bĕz is not perfect, and its
orientation with respect to G changes over one time-step. The
third element primarily accounts for uncertainty in the amount
of thrust produced by the propellers.

The external forces fe are expressed in the global frame (see
Fig. 1). We do not assume any specific underlying dynamics for
the external forces. We model its dynamics as a random walk

fek = fek−1 + ηfe,k, (21)

where ηfe,k is zero-mean Gaussian noise, ηfe,k ∼ N (0,Qfe ),
and Qfe its diagonal covariance matrix. The expected value of fe
does not change as a function of time, but its variance increases.
Values farther from the mean become more likely as time passes.
This choice for the dynamics of fe allows the UKF to explain
discrepancies between the prediction and measurements by an
additional external force acting on the system. The covariance,
Qfe , becomes a tuning parameter. A smaller covariance indicates
that we expect the force to change slowly, and a larger covariance
means that we expect it to change quickly. The diagonal noise co-
variance indicates that components of force vary independently.
Modeling force dynamics as a random walk has proven sufficient
to estimate unknown, changing forces [14,15,18].

3.2.2. Rotational dynamics
To obtain the discretized rotational dynamics, we assume: (i)

constant angular velocity in the body frame during each time-
step to predict the attitude; and (ii) constant motor and exter-
nal torque during each time-step to predict the angular veloc-
ity. Under these assumptions, the rotational dynamics (12), (13)
become

qk = Ω (ωk−1)qk−1, (22)

ωk = ωk−1 + T I−1(Rk−1τ
e
k−1 + τ

m
k−1 + ητm,k

− ωk−1 × Iωk−1), (23)

where

Ω (ωk) =
[
cos(0.5 ∥ωk∥ T ) −ψT

k
ψk cos(0.5 ∥ωk∥ T )13×3 + ψ

×

k

]
. (24)

rotates qk−1 to qk with ψk = sin(0.5 ∥ωk∥ T )ωk/∥ωk∥ (see [26]
equation (5)). This is equivalent to multiplying qk−1 by the quater-
nion rotating through angle θ = ∥ω∥ T about axis ŭ = ωk/∥ωk∥

in the body frame. The matrix Rk is obtained from qk using (9).
The motor torque τm is uncertain for the same reasons as ct

stemming from (6), which is derived close to hover. We model
this uncertainty as additive zero-mean Gaussian noise ητm,k ∼

N (0,Qτm ), with (3× 3) diagonal covariance matrix, Qτm .
Similar to the external force fe we include an external torque

τe in the rotational dynamics equations. We model it as a random
walk, where ητe,k is zero-mean Gaussian noise, ητe,k ∼ N (0,Qτe ),
with Qτe being the diagonal covariance matrix,

τek = τ
e
k−1 + ητe,k. (25)

3.2.3. Summary of the prediction model
The discrete-time quadrotor dynamics with state sk = [qk,

ωk, xk, ẋk, τek, f
e
k]

T and inputs ct and τmk are given by:

xk = xk−1 + T ẋk−1 +
1
2
T 2ẍk−1, (26)

ẋk = ẋk−1 + T ẍk−1, (27)

fek = fek−1 + ηfe,k, (28)

qk = Ω (ωk−1)qk−1, (29)

ωk = ωk−1 + T I−1(Rk−1τ
e
k−1 + τ

m
k−1 + ητm,k

− ωk−1 × Iωk−1), (30)

τek = τ
e
k−1 + ητe,k, (31)

with

RT
k−1 = (2q20,k−1 − 1)13×3

+ 2qv,k−1qT
v,k−1 − 2q0,k−1, q×v,k, (32)

ẍk−1 = RT
k−1(ct,k−1 + ηct ,k−1)/m− g+ fek−1/m, (33)

and ct,k and τmk being functions of the motor turn rates at time
kT , according to (2), (4), (5), and (6).

3.3. Observation model

Measurements come from an external, high precision, camera
based motion capture system, which measures the full six degree-
of-freedom pose of the vehicle, yk = (xk, qk), at 200 Hz. We
include additive, zero-mean Gaussian measurement noise for xk,
ηx,k ∼ N (0,Gx) and qk, ηq,k ∼ N (0,Gq). The (3× 3) diagonal co-
variance matrices Gx and Gq depend on properties of the camera
system.

3.4. Unscented filtering

The goal of the UKF is to estimate the full state of the system,
sk = (qk,ωk, xk, ẋk, τek, f

e
k), at each time-step. In this work, we

are particularly interested in estimating the external force and
torque. We use an Unscented Kalman Filter approach for our
analysis since it: (i) allows us to use a non-linear model for the
quadrotor dynamics, which is accurate for a considerable range of
motions including those for inspection and physical interaction;
(ii) optimally fuses information from the dynamic model with
measurements; and (iii) is light-weight enough to run at the rate
at which we receive measurements (here, 200Hz). Our choice of
the UKF over the Extended Kalman Filter (EKF), a common alter-
native, is motivated by the superior performance of the UKF on
many non-linear problems [25]. The UKF produces an approxima-
tion that is accurate to third order for Gaussian random variables,
while the EKF is only accurate to first order [25]. In addition, the
UKF does not require the derivation of analytic Jacobians of the
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dynamics with respect to the state and process noise, which can
be a time-consuming and tedious task for high-dimensional state
variables. For a good reference on the Unscented Kalman filter,
we refer the interested reader to [28, Chapter 4.2].

The UKF is a recursive Gaussian filter. At each time-step, the
probability density function of the state is entirely defined by a
mean and a covariance. The goal at each time-step is to go from
a prior belief of the mean and covariance of the state {ŝk−1, P̂k−1}

to a predicted belief {šk, P̌k} and then correct the prediction using
measurements to get the estimate {ŝk, P̂k} for time-step k. We
denote predicted values by ˇ(·) and corrected values by ˆ(·). The
corrected value for one time-step is the prior value for the next.

The UKF uses a special set of points called sigma points to
represent uncertainty. These points can be transformed exactly
through a non-linearity, i.e. the process or observation model,
and then re-combined into a mean and covariance to recover
the Gaussian probability density of the state. Special care must
be taken to ensure that uncertainty in the rotational states is
properly accounted for during these steps because the Unscented
Transform does not account for the unit-norm constraint on a
quaternion. For this purpose, we follow an approach first pre-
sented in [29] for spacecraft attitude estimation called the Un-
scented Quaternion Estimator (USQUE). The USQUE represents
the mean of a rotational state using singularity-free unit quater-
nions, with rotational uncertainty represented as a perturbation
to the mean parametrized by a (3 × 1) vector of Modified Ro-
drigues Parameters (MRPs). MRPs are singular at ±2π but do not
have any constraint and may therefore be passed through the
Unscented Transform directly [25]. Uncertainty greater than ±2π
would mean we have almost no knowledge of the attitude of the
system, which is usually never the case.

3.4.1. Preliminaries
The USQUE requires us to frequently convert between local

error quaternions and MRPs. The local error quaternion

δq = [δq0, δqT
v ]

T (34)

is used to express a perturbation from the mean attitude estimate.
An error quaternion is converted to an MRP

δρ =
δqv

1+ δq0
(35)

to perform operations involving the Unscented Transform. An
MRP may be transformed back to an error quaternion using

δq0 =
1− δρT δρ

1+ δρT δρ
, δqv = δρ(1+ δq0) (36)

and can then be added back to the mean rotation.

3.4.2. Prediction step
The first step in each iteration of the UKF is to propagate the

prior state estimate to the next time-step using the motion model
(26)–(31) and the input ct,k and τmk . The mean estimate of the
system’s state at time-step k is denoted by ŝk = (q̂k, ω̂k, x̂k, ˆ̇xk, τ̂ek,
f̂ek). The prediction step to go from ŝk−1 to the predicted belief at
time k, šk is outlined below.

The mean prior state ŝk−1 is converted to the minimal (18 ×
1) representation δρ ŝk−1 = (δρ̂k−1, ω̂k−1, x̂k−1, ˆ̇xk−1, τ̂ek−1, f̂ek−1),
where δρ̂ is a (3 × 1) MRP vector. For the mean, δρ̂ = 0 since it
represents a perturbation from the mean, which for the mean is
zero. The state vector is combined with the process noise to form
a (30× 1) extended state (δρ ŝk−1, η̂τm , η̂τ e , η̂ct , η̂fe ) = (δρ ŝk−1, η̂),
where the process noise has the same mean and covariance
for all time-steps. This vector contains all uncertain quantities
of the prediction step. We assume that we know the physical

parameters of the system (such as mass and inertia). The more
accurate our estimate of these parameters, the more accurate our
estimate of the external forces and torques will be. In general,
physical parameters may also be included in the estimated state,
cf. [30]. Let P̂k−1 be the (18 × 18) covariance matrix for the
uncertainty in the prior state δρ ŝk−1 and Q be the (12×12) stacked
process noise covariance which is constant for all time-steps. The
extended mean ẑk−1 and covariance Σ̂ zz,k−1 become

ẑk−1 =
[
ŝk−1
012×1

]
, Σ̂ zz,k−1 =

[
P̂k−1 018×12
012×18 Q

]
. (37)

With L = 30 being the dimension of ẑk−1, we compute a set
of (2L+ 1) sigma points, Zk−1,i, i ∈ 1, . . . , 2L+ 1, according to

Sk−1STk−1 =Σ̂ zz,k−1 (38)

Zk−1,0 =ẑk−1 (39)

Zk−1,j =ẑk−1 +
√
L+ κ coljSk−1 (40)

Zk−1,j+L =ẑk−1 −
√
L+ κ coljSk−1, j = 1, . . . , L, (41)

where Sk−1 is the lower triangular matrix from the Cholesky
decomposition of Σ̂ zz,k−1, and κ is a tuning parameter that should
be set to two (assuming the state follows a Gaussian distribu-
tion [31]).

Each sigma point is un-stacked into prior uncertainty and
process noise,

Zk−1,i =

[
ŝk−1,i
η̂k−1,i

]
. (42)

The MRP vector in each sigma point i is converted to an error
quaternion δq̂k−1,i which is multiplied by the prior mean q̂k−1 to
get the full orientation quaternion for that sigma point

q̂k−1,i = δq̂k−1,i ⊗ q̂k−1, i = 0, . . . , 2L, (43)

where ⊗ represents the quaternion multiplication and adds the
rotation δq̂k−1,i to q̂k−1. Each sigma point can then be passed
through the deterministic process model to get the predicted
state for each sigma point at time k, šk,i.

Once propagated through the process model, each quater-
nion is then converted back into an error quaternion δq̌k,i by
comparing it to the predicted mean q̌k,0 using

δq̌k,i = q̌k,i ⊗ [q̌k,0]
−1, (44)

and then to MRPs δρ̌k,i so that each sigma point is now of the
form δρ šk,i. These sigma points are recombined into the predicted
mean and covariance using

δρ šk =
2L∑
i=0

αi
δρ šk,i, (45)

P̌k =

2L∑
i=0

αi
(
δρ šk,i − δρ šk

) (
δρ šk,i − δρ šk

)T
, (46)

where

αi =

{
κ

L+κ
if i = 0,

1
2

κ
L+κ

otherwise.
(47)

Finally, the mean perturbation δρ̌k is converted to δq̌k, and
added to q̌k,0 in order to yield the predicted mean state šk for
this time-step. The whole process is summarized in Algorithm 1.

3.4.3. Correction step
The second step of the UKF is to correct our prediction of

the state using measurements of the six degree-of-freedom pose
yk = (xyk, q

y
k) from our motion capture system.
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Algorithm 1 Summary of Prediction Step

ŝk−1, ˆPk−1 ← Mean and cov. for sk−1
Q← Process noise cov.
ẑk−1, Σ̂ zz,k−1 ← Extended prediction state (37){
Zk−1,i

}2L
i=0 ← generate sigma points (38)–(41)

for i = 0..2L do
šk,i ←propagate Zk−1,i through (26)–(31)
δρ šk,i ← perturbation from šk,0 to šk,i

end for
δρ šk, P̌k ← combine

{
δρ šk,i

}2L
i=0 using (45), (46)

šk ← add δρ šk to šk,0

The generalized Gaussian correction equations are [31],

Kk = Σ̌ xy,kΣ̌
−1
yy,k, (48)

P̂k = P̌k − KkΣ̌
T
xy,k, (49)

∆ŝk = Kk(yk − y̌k), (50)

where ∆ŝk is the correction applied to the predicted state, Kk
is the Kalman Gain, Σ̌ xy,k is the predicted state-measurement
covariance matrix, and Σ̌ yy is the predicted measurement covari-
ance matrix.

Below we explain how to obtain the quantities in (48)–(50).
The first step to set up the correction is to form an extended mea-
surement state žk = (δρ šk, ηx, ηρ) which includes the predicted
measurement noise. The extended measurement is the predicted
mean stacked with a (6×1) vector of zeros representing the mean
noise. The extended measurement covariance is a block diagonal
matrix including the predicted uncertainty covariance P̌k and the
diagonal measurement noise covariance G which is constant for
all time-steps

žk =
[

δρ šk
06×1

]
, Σ̌ zz,k =

[
P̌k 018×6

06×18 G

]
. (51)

Note that the elements of žk corresponding to δρ̌k are zero since
this is a zero-mean perturbation. The mean and covariance from
(51) is converted to a sigma point representation using (38)–(41).
This gives us a set of predicted sigma points, which include the
predicted uncertainty and the measurement noise. These sigma
points are passed through the observation model to give us the
predicted measurements

δρ y̌k,i =
[
x̌k,i + ηx,i
δρ̌k,i + ηρ,i

]
. (52)

These sigma points are re-combined into a mean predicted
measurement, δρ y̌k, and predicted measurement covariance Σ̌ yy,k

by using (45), (46) and substituting P̌k with Σ̌ yy,k and δρ šk with
δρ y̌k. The state-measurement covariance Σ̌ xy,k is then calculated
as

Σ̌ xy,k =

2L∑
i=0

αi(δρ šk,i − δρ šk)(δρ y̌k,i − δρ y̌k)T , (53)

where αi are from (47).
Now that we have the predicted measurement, we compare it

to the actual measurement from our motion capture system. The
measured attitude qy

k of the vehicle is compared to the predicted
measurement q̌k to get a perturbation

δqy
k = qy

k ⊗ q̌−1k , (54)

which is converted to MRPs denoted by δρ
y
k. The Kalman gain Kk

and corrected uncertainty, P̂k, are computed using (48) and (49).

The correction to the predicted estimate is calculated by com-
paring the predicted measurement to the actual measurement

δsyk = Kk

([
δρ

y
k

xyk

]
−

δρ y̌k
)

. (55)

MRPs from δsyk are converted to an error quaternion δqy
k which is

used to update the mean of the predicted attitude. This gives us
the corrected attitude for this time-step

q̂k = δqy
k ⊗ q̌k. (56)

The other components of the prediction are updated by direct
addition,

ω̂k = δω
y
k + ω̌k, (57)

x̂k = δxyk + x̌k, (58)
ˆ̇xk = δẋyk + ˇ̇xk, (59)

τ̂
e,y
k = δτ

e,y
k + τ̌

e
k, (60)

f̂ek = δfe,yk + f̌ek, (61)

completing the measurement update.

3.4.4. Useful approximation
The UKF is a recursive filter for which the computational effort

required for each step is constant. However, evaluating the non-
linear process model in the prediction step for each sigma point
can be relatively expensive. Fortunately, a useful approximation
exists to reduce the computation required. Details are presented
in [31]. Here, we summarize the main steps.

In the case that the non-linear model has the special form

sk = g(sk−1)+ ηk, (62)

where g(s) is the non-linear process model, (26)–(31), the UKF
prediction step can be greatly sped up by reducing the number
of times we evaluate the non-linear process model [31].

In our case, the only equation in the process model that
violates this assumption is (33) since the noise is multiplied by
a rotation matrix that depends on the state. For small roll and
pitch, the rotation matrix is roughly the identity matrix, so we
can separate the noise

ẍk = RT
k ct,k − g+ fek/m+ ηẍ,k, (63)

where we use ηẍ,k ∼ N (0,Qẍ) instead of ηct ,k to represent uncer-
tainty in the mass-normalized thrust, and Qẍ is the diagonal noise
covariance matrix of mass-normalized thrust. Now the process
model is of the form (62). We can inflate the diagonal elements
of Qẍ to account for the fact that Bĕz is not aligned with G ĕz .

We proceed to separate the sigma points for the prediction
step into two categories based on the block-diagonal partitioning
of the matrix Σ zz . If N = 18 is the dimension of the state, then
there are 2N + 1 sigma points from the dimension of the state,
and 2(L− N) from the dimension of the noise.

To make this convenient, we re-order the indexing of the
sigma points to be

šk,i =
{
g(šk−1,i) if i = 0, . . . , 2N,

g(šk−1)+ ηi if i = (2N + 1), . . . , (2L)
(64)

where the first 2N + 1 account for uncertainty in the state and
the remainder account for process noise.

With some manipulation, we can re-write the expression for
šk as

šk =
2N∑
i=0

βišk,i, (65)
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Fig. 3. Force and torque measurements from the calibration experiment. Note
that these form distinct clusters corresponding to the three test cases. A mixture
of Gaussians was fit to the data to get cluster statistics.

where

βi =

{
αi +

∑2L+1
j=2N+1 αj if i = 0,

αi otherwise.
(66)

The predicted covariance is then calculated as

P̌k =

2N∑
i=0

βi(šk,i − šk)(šk,i − šk)T + Qẍ. (67)

The result is that we need only evaluate the process model,
g(s), 2N + 1 = 37 times instead of 2L + 1 = 61 times. In our
case, this cuts the number of evaluations by 40%, reducing the
cost of the computation significantly. The same trick can be used
for the observation model. However, the observation model is fast
to compute since we directly observe the state. The reduction in
computational effort would be small. If the roll and pitch angles
are not small, we can still use (33) which does not make the
small roll/pitch angle approximation and use the algorithm as
described before this section. This comes at the expense of having
to evaluate the process model the full 2L+ 1 times.

3.4.5. Tuning parameters
The main parameters of the algorithm are the covariance

matrices Gx,Gq,Qct ,Qτm ,Qfe ,Qτe . To obtain Gx and Gq, the co-
variance of the position and attitude measurement noise, place
the quadrotor stationary in the environment and take the covari-
ance of the measured position and attitude. The covariance for
the attitude is for the MRP parametrization. To obtain Qct and
Qτm , the process noise covariance matrices, fly the quadrotor in
similar manoeuvres to those that will be conducted for the target
experiment making sure that there are no sources of external
force or torque. Then solve (20) and (23) for ηct and ητm with all
terms related to external force and torque to zero. Finally, Qfe ,Qτe
are largely tuning parameters that control the smoothness of the
estimates of fe and τe. An initial guess for these values may be
obtained by performing a similar procedure to the one for Qct
and Qτm but during a flight where the external force and torque
are acting on the quadrotor. These values can then be tuned to
obtain the desired responsiveness or smoothness of the external
force and torque estimates.

Fig. 4. Time series showing step response of force and torque for a known input.
A mass of 53 g is suspended from the quadrotor at about 1 s. The steady state
value of the step is shown as a black line. In both cases, the estimator converges
to the correct value with a rise time of about 1 s.

4. Experimental setup and calibration

Our experimental platform was the Parrot AR.Drone 2.0 run-
ning firmware version 2.3.3. We interfaced with the AR.Drone
through ROS, an open-source robot operating system [32]. More
precisely, we used ROS Hydro installed on a 64-bit 12.04 Ubuntu
operating system. In addition, we used the ROS ardrone_autonomy
package [32] version 1.3.1. The ardrone_autonomy package as
well as the proposed algorithm and a position controller were
run on a laptop. Raw measurements from the quadrotor were
received over wifi and from our motion capture system over eth-
ernet, both at 200 Hz. Measurements were time-stamped when
they were received on the laptop. The motion capture system
consists of 10 Vicon MX F40 cameras. Vehicle parameters such
as mass and rotational inertia are given in [33]. A detailed de-
scription of the onboard control and navigation embedded in the
AR.Drone may be found in [34].

All experiments were conducted with the indoor hull shown
in Fig. 1, which protects the vehicle propellers. Any configuration
could be used as long as the same configuration is used dur-
ing training and testing. Some configurations may induce larger
forces close to the wall than others, which would make the wall
detection task easier, but a comparison is outside of the scope
of this paper. The goal of this paper is to show that our method
works on a typical quadrotor configuration for indoor flight.

To quantify the accuracy of our system, we compared the force
and torque estimates from our system in three configurations
during one flight: (i) at hover with no external force/torque, (ii)
with a 53 g mass suspended directly below the quadrotor, and (iii)
with the mass suspended directly between one pair of propellers
at distance l from the body x-axis. This produces three clusters
centered at (0,0), (−0.52,0), and (−0.52,0.067) as shown in Fig. 3.
The mean value of each cluster is within one standard deviation of
the targets, and the standard deviation of measurements suggests
we can measure static force and torque to within 0.05N and
0.02 Nm respectively.

We also tested the dynamic response of our estimate. Fig. 4
shows that the rise time can be made to about 1 s while retaining
good noise suppression.
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Fig. 5. Predictions of the ground effect using the Method of Images. Note that
these predictions (red line) agree well with our data (blue), and consistent
with [13], slightly underestimate the external force low to the ground. Com-
parison of forces measured in experiment to a model for the ground effect. (For
interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)

5. Comparison to existing techniques

5.1. Comparison to models for the ground effect

Before studying other aerodynamic effects, we validated our
estimator (Section 3) by comparing its output to established
models for the ground effect, cf. [13].

The vehicle was commanded to hover for 10 s at various
heights above the ground far from a wall. Measurements of the
vertical force f ez were binned by height and the results were
compared to a model for the ground effect.

The Method of Images [13], which relates T , the thrust re-
quired to hover at height z above the ground, to Tinf, the thrust
required to hover far from the ground, by R, the radius of the
propeller:
T
Tinf
=

1
1− ( R

4z )
2
. (68)

We plot the additional force due to ground effect (Tinf − T )
in Fig. 5 for the model (68) and compare it to the output of our
force estimator. The Method of Images using the actual value of R
for our quadrotor, 10 cm, predicts the ground effect well within
3σ (three times the standard deviation) of our measurements.
The model fit with using least squares to find the best R results
in a larger R, a phenomenon that was also observed in [13]
for small quadrotors. Consequently, the proposed force estimator
provides results that are comparable to those found in earlier,
analytic models, validating our estimation scheme in the context
of estimating aerodynamic forces.

5.2. Comparison to non-linear observer

A popular method for estimating external forces and torques is
the non-linear observer, which has been applied to external force
and torque estimation on quadrotors in [15,18]. The purpose of
this section is to compare our algorithm to a state-of-the-art non-
linear observer in simulation, and to show the advantages of our
algorithm in the presence of noise.

A key difference between our algorithm, based on the UKF,
and a nonlinear observer is that the tuning parameters in our
algorithm are the statistical properties of the dynamics model
and measurements (almost all of which can be straight-forwardly

Fig. 6. A direct comparison of the proposed algorithm using the correct values
for noise covariance against a representative non-linear observer with both
inputs and force and torque outputs low-pass filtered. Note that both algorithms
perform well when measurements are relatively noise free (a), however the UKF
based algorithm is more robust to noise as shown in (b). For the simulation
shown above, position measurement noise was set to 0.01m, and attitude
measurement was set to 0.0025 rad.

identified from experiment) whereas the tuning parameters of
the nonlinear observer are various low-pass filter gains which
must be tuned manually. This makes finding a good set of param-
eters for our algorithm much easier than for a nonlinear observer
which results in better performance as we will show below.

We compare our method to a non-linear observer proposed
in [18] with added low pass filtering on the measurements as
suggested by [15]. Filtering was essential for the non-linear ob-
server to produce reasonable output in the presence of noise. We
found that this method performs well for slowly changing forces
with accurate measurements of position and attitude, however it
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Fig. 7. High level overview of the components required to respond to a general interaction. The system includes a quadrotor and overhead camera system, and the
interpretation includes a force estimator and interpreter to select the appropriate action based on the state of the interaction, which corresponds to a specific force
estimate.

is difficult to find a compromise between a filter that is robust to
noise and one that converges quickly.

Fig. 6 shows how our proposed estimator converges quickly
to the true value and remains robust to noise. The non-linear
observer can be made to perform similarly with low noise as
shown in Fig. 6(a), however filtering becomes difficult when there
are many noisy states and measurements in the system. This dif-
ficulty results in the poor estimate of τe compared to UKF shown
in Fig. 6(b). Theoretically, one might be able to tune the filtering
parameters such that the two estimates are comparable, but this
is a time consuming process and shows one of the advantages
of the UKF-based algorithm since the parameters are in terms of
statistical properties of the process model and measurements and
can be determined by experiment.

In addition, if the localization system provides a changing
uncertainty or measurement noise, our algorithm can take direct
advantage of this by using the uncertainty from the estima-
tion algorithm to adaptively tune the Kalman gain, which is
derived in part from the measurement uncertainty. In our case,
the measurement uncertainty from our motion capture system is
constant.

6. Practical application

Now that we have shown that our force estimator provides
reasonable results and quantified its accuracy, we can use it to
measure external forces and torques acting on a quadrotor with-
out any specific model for the mechanism causing these forces
and torques. We aim to show how these estimates may be used
to guide an interaction between a quadrotor and an unknown
source. Our interpretation of an interaction is as follows:

1. An interaction involves an external source exerting a force
on the quadrotor.

2. This force is repeatable when parametrized by the state of
the interaction (i.e. proximity to the wall, position relative
to the fan), which allows us to identify the state, and
choose the appropriate action.

We will show three scenarios where the force estimate can be
used to estimate the state of an interaction in order to choose the
appropriate response. It is not necessary that our force estimate
be accurate in each case, rather that it is repeatable as a function
of the state of the interaction. Our general framework is shown
in Fig. 7.

6.1. The wall effect

6.1.1. Force and torque profiles
Aerodynamic forces close to the wall present a unique chal-

lenge since there is no analytical model for the force–proximity
relationship, so we cannot use a compact parametric model to
estimate distance as was done in [13].

Our first step in studying this interaction was to find way to
intuitively view how the force and torque vary in close proximity
to a wall. To do this, we measured the force/torque profile ex-
perienced by the quadrotor as it approaches the wall at various
heights. The quadrotor was commanded to hover for 5–10 s at a
series of waypoints spaced 0.25m apart vertically and horizon-
tally, and move between points at 0.1m/s to keep the flow as
steady as possible.

Distinctive features of the force and torque profiles are shown
in Fig. 8. The magnitude of the force in the x–y plane is most
significant at 0.5m and extends 0.5m from the wall. We show
only the magnitude in Fig. 8; however, this value is dominated by
the component orthogonal to the wall, which pulls the quadrotor
towards the wall with a force of about 0.1N independent of yaw
angle.

The z-component is positive close to the ground due to the
ground effect, and negative close to the wall. This indicates that
it is energetically unfavorable for quadrotors to fly close to the
wall during indoor exploration, since they must overcome this
additional negative ‘wall force’. Complementary to the x–y com-
ponent, the z-component decreases close to the wall, but pre-
dominantly about 1.0m above the wall.

The magnitude of the rolling and pitching torque vector, ∥τ e
x,y∥,

is also largest in this region and together, these form a comple-
mentary set of features with which we can detect the wall.

6.1.2. Yaw-invariance of features
All experiments in Section 6.1.1 were conducted with the

vehicle facing the wall at zero yaw. We will now show how ∥f ex,y∥,
∥τ e

x,y∥, and f ez vary with yaw, and in particular, how ∥f ex,y∥ and f ez
form two different populations according to their proximity to
the wall independent of yaw, and therefore can be used to detect
the wall at any yaw angle with reasonable confidence after taking
many samples.

We positioned the vehicle at two different positions relative
to the wall to measure each feature (∥f ex,y∥, ∥τ

e
x,y∥, and f ez ), and

vary the yaw angle from 0◦ to 360◦ in increments of 45◦ with
the vehicle holding each angle for 5 to 10 s. The quadrotor is
positioned 0.25m and 3.50m from the wall to show how this
property holds even as distance to the wall is varied.
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Fig. 8. External force and torque profiles close to the wall. The 2-norm of the external force in the x–y plane ∥f ex,y∥ and the vertical force along the z-axis f ez both
change significantly with distance to the wall compared to their standard deviations: ∥f ex,y∥ varies by 0.052N when approaching the wall at a height of 0.5m with
an average standard deviation of 0.022N; f ez changes up to 0.062N with an average standard deviation of 0.065N. The 2-norm of the torque about the x- and y-axis
∥τ e

x,y∥ increases by 0.009 Nm with an average standard deviation of 0.006 Nm. The decision boundary for points that are considered close to the wall is 0.35m (red,
dashed line), and aligns with significant changes in all three features.

Fig. 9. Yaw dependence of external force and torque close to the wall. The
distribution of the norm of external force and torque as yaw is varied. The
components of force form distinct populations depending on whether the
quadrotor is close to or far from the wall. The values measured for external
torque have a significant amount of overlap close to and far from the wall so
are not used for detecting when the quadrotor is close to the wall.

In all cases, there is some overlap between measurements
taken close to and far from the wall, however ∥f ex,y∥ and f ez in
particular form two distinct populations depending on proximity
to the wall. This allows us to obtain a reliable estimate after
combining many measurements of these quantities from a single
point.

Figs. 9(a)–9(d) show how ∥f ex,y∥ and f ez stay within one stan-
dard deviation as the yaw angle is varied which confirms that
those features are yaw-invariant. The magnitude of torque ∥τ e

x,y∥

varies more significantly and does not markedly change with
distance to the wall as shown in Figs. 9(e) and 9(f). We conclude
that classification results using ∥f ex,y∥ and f ez apply to cases where
the vehicle approaches the wall from any angle. The torque ∥τ e

x,y∥

is not used in the subsequent classification.

6.2. Fan

The wall effect is an example of an aerodynamic force with
a magnitude just above the lower limit of what we can reliably
detect with our current experimental set-up. This drove the re-
quirement to measure the force at hover, which is a problem that
simpler linear force estimators might be equally well suited for.
In this section, we use a fan to generate a large aerodynamic force
that disturbs the quadrotor significantly away from equilibrium,
and show how the force estimate is still reliable enough to guide
the quadrotor to the center of the flow driven by the fan.

Momentum theory (we refer the interested reader to [7]) is
commonly used to model the type of steady, inviscid, incompress-
ible flow that is produced by a fan propeller, and predict that
there will be a strong wind along the fan’s axis of rotation of the
fan that generally matches the force profile measured in Fig. 10.
In our experiments, the major component of the force field in the
flow direction extends about 0.2m perpendicular from the axis of
the fan, which is close to the 0.3m radius of the fan.

6.3. Downwash

Downwash is another aerodynamic disturbance that exerts a
large force on one quadrotor passing below another and is of
significant interest in the UAV community. We will show how
our force estimator can be used to measure the forces and torques
caused by downwash in a realistic experimental setting.

The first step is to build a map of the aerodynamic forces of
downwash below another quadrotor. We will make one simpli-
fication based on actuator disk theory (see [7]), which tells us
that the downwash flow from one rotor will reach a steady state
velocity within 1–2 rotor radii. For the AR.Drone, this is 8m/s
within 0.1–0.2 m of the upper quadrotor. After this point, the
shape of the flow will be roughly independent of the vertical
separation of the quadrotors, which allows us to restrict our
experiments to the horizontal plane.

Fig. 11 shows that the strongest downward force is contained
within a 0.3 m radius of the upper quadrotor. The strong gradient
of vertical force in this region is what causes the torque about the
x-axis in Fig. 11(b).
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Fig. 10. This figure shows components of the estimated external force and torque when the vehicle flies in front of a fan blowing along the y-axis. The force pushing
the quadrotor away from the fan is shown in (a), the norm of the torque in the plane of the floor is shown in (b), and the component of the torque about the
z-axis, normal to the floor, is shown in (c). The fan was placed at the origin and the quadrotor sampled the force and torque on a 0.5m grid. There is a strong axial
component in the direction away from the fan (which matches expectations from analytical models) and a strong torque centered on the flow and close to the fan.
The anti-symmetric τ e

z profile makes sense intuitively since the fan would induce a drag force which, when centered on either side of the center of mass, would
produce a torque about the body z-axis.

Fig. 11. External force and torque profiles induced by downwash. The force and
torque profile measured by a quadrotor flying at 0.75m/s 1.0m below another.
The upper quadrotor is set to hover at x, y = 0. The downwards component of
the force is shown in (a). The torque about the x-axis is shown in (b). The sharp
increase in downwards force below the upper quadrotor makes it difficult to fly
below it slower than 0.75m/s.

The region where the downward force is strongest is slightly
larger than the width of the quadrotor. Similar to what we ob-
served for the fan, this is likely due to the fact that we are using
a quadrotor that is 0.5m wide to take measurements of the force
it experiences as opposed to the air speed at a particular point. In
the following sections, we will show that this force measurement
is sufficient to design a simple but effective means for downwash
avoidance.

7. Interaction theory

This section outlines our approach to use the external force
and torque estimates to interact each of the sources described in
the previous section. For each interaction, an algorithm will be
presented to convert the force and torque measurement into a
desired position and velocity in x and y that are sent to a position
controller for the AR.Drone.

7.1. Wall

7.1.1. Wall detection with a Support Vector Machine
Now that we have a set of features (external forces) that

change depending on the quadrotor’s proximity to the wall (close
or far), we can train a machine learning algorithm to distinguish
between these two classes. We build on extensive work in the
field of tactile terrain identification where researchers have used

machine learning to classify terrain types using experimental
data rather than relying on a physics-based model of contact
dynamics [19–22]. A comparison by [23] showed that an SVM
based algorithm is particularly well suited for this task.

We chose to use a Support Vector Machine (SVM) for wall
detection for two main reasons: First, it is a non-parametric
classifier, meaning it does not require specialized knowledge of
the underlying equations that describe how force and torque vary
with position relative to the wall. Rather, the decision boundary
is defined in terms of experimental data assembled into a feature
vector denoted by ξ. This is especially useful since, to our knowl-
edge, a relationship describing how forces and torques vary in
close proximity to the wall does not exist in the literature. Sec-
ond, it has relatively few parameters yet is capable of capturing
complicated non-linear decision boundaries.

Now we give a brief overview of the SVM we used in this
study. We encourage the interested reader to see [35] for more
details.

7.1.2. Support Vector Machine (SVM)
The SVM learns a decision boundary between the two classes

as a function of feature vectors obtained during the training
phase. Any newly measured feature vector can then be associated
with one of the two classes. SVMs are kernel methods, which
means they make use of a kernel function K(ξ) to describe the
similarity of two feature vectors. We use the Radial Basis Function
(RBF),

Ki(ξ) = exp(−
∥ξ̄ − ξ̄svi∥

2σ
), (69)

which is capable of capturing non-linear decision surfaces in the
original features space. The parameter σ describes the width
of the kernel function and is a design parameter, ξ̄ denotes
the feature vector after whitening (based on mean and variance
obtained from the training data set), and ξsv,i are the so-called
support vectors obtained from the training. The training consists
in solving an optimization problem, which results in: a subset
of relevant feature vectors, the support vectors ξsv,i, a set of
weights, αi, and a bias b (refer to [35] for details). These define
the resulting decision function

C = sign

{(
n∑

i=1

Ki(ξ)αi

)
+ b

}
, (70)

which decides for a given feature vector ξ which class C it belongs
to.
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7.2. Fan

Our aim in this section is to design a simple controller to
enable the quadrotor to follow the fan.

7.2.1. Admittance controller
A support vector machine can be useful in complex situations

where it is difficult to manually define a decision boundary or
relation between the force field and a discrete set of desired
actions. Another method, called the admittance controller, has
been used in [14,15] to react to external forces in a continuous
manner. This changes the desired state of the system based on
external forces and torques. The τ e

z profile shown in Fig. 10 has
a specific anti-symmetric profile that we can exploit to enable
the quadrotor to track a moving fan. The sign of the torque tells
us which side of the fan the quadrotor is on, and its magnitude
increases to a maximum roughly 0.5m from the axis of the fan.
This leads us to a proportional, admittance controller:

if τ e
z > ϵτ then
ẏ = kpτ e

z
end if

that can move the quadrotor in front of the fan without any
special wind sensors. Here, the detection step is a threshold on
τ e
z of 0.07 Nm, and the action is the proportional controller with
kp = 1.

7.3. Downwash

7.3.1. Avoidance strategy
Now we present the downwash avoidance strategy. Fig. 11

shows that the downwash force is restricted to a relatively small
area (about 0.5m around the upper quadrotor) and almost dou-
bles in magnitude over just 0.3m. This means the opportunity
to detect downwash pre-emptively and choose the correct action
is very small, so rather than try to avoid it or localize relative
to the source, we choose a strategy to detect it using the strong
f ez and fly through the affected area as quickly as possible. We
found this works well in practice. Using torque to estimate which
side of the downwash stream the lower quadrotor was on proved
difficult, however. This was especially the case when the quadro-
tor approached the downwash head on because measurements
of torque became less indicative of which side the quadrotor was
on and quick, decisive action was required. Referring to Fig. 11,
measuring f ez < −0.5N means there is almost 90% probability
the lower quadrotor is within 0.5 m of the upper quadrotor, so
that traveling another 1.0 m in a straight line will bring the lower
quadrotor across the downwash regardless of its position relative
to the upper quadrotor. In other words, we command the lower
quadrotor to ‘jump’ 1m along its desired path at 1m/s until it
has passed through the downwash stream, at which point normal
path following resumes.

Algorithm
if f ez > ϵf ez then

xd+ = 1
ẋd = 1

end if

8. Interaction experiments

8.1. Wall detection using a Support Vector Machine

The kernel width, σ , as well as the distance for a point to be
considered ‘close to the wall’ are chosen by random search to
optimize classification accuracy on a separate set of training data.

Fig. 12. SVM Decision Boundary for Wall Detection using the Smoothed, Sepa-
rable Class Approximation (SSCA). The SVM decision boundary for wall detection
with and without the SSCA. The force measurements form two different clusters
depending on proximity to the wall separated by a decision boundary (∥f ex,y∥
and f ez shown). Some overlap between the classes is inevitable since the force
varies continuously between the two cases. This overlap results in many support
vectors since support vectors are chosen as points close to other points with
the opposite class - a criterion very well satisfied by noise. By re-classifying
and removing points close to the decision boundary, we can remove most of
the redundant support vectors resulting a light weight solution with practically
indistinguishable performance.

The hyper-parameter σ was chosen to maximize 10-fold cross
validation choosing the best value from 10 random seeds. We
found the accuracy was not very sensitive to this parameter.

We used the SVM implementation in the Machine Learning
Library of Version 8.1 of Matlab’s Statistical toolbox and the
Smooth Separable Class Approximation to reduce the number of
support vectors and over-fitting, for which we refer the reader
to [36]. Fig. 12 shows an example of the original and approxi-
mated decision boundary, and how essentially the same decision
boundary is obtained as a function of far fewer support vectors
(see Table 1).

8.1.1. Blind wall mapping
The method above enables a quadrotor to ‘blindly’ detect

when it is in close proximity to walls. Sampling many points
arranged in a grid enables us to produce a map of the boundary of
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Table 1
Comparison between a dense SVM and SSCA for wall detection. Classification
accuracy over 25 flights. The approximation largely preserves test accuracy of
the SVM, and by inspection of Fig. 12, the change in decision boundary lies
below the resolution of the force estimator and so should not have a significant
impact on the real system. Test data was from a 25% holdout sample.

Accuracy

Wall Free

Dense SVM 92.6 84.2
SSCA SVM 94.8 79.3

Table 2
Classification accuracy over 25 flights at varied yaw. The proposed classification
method is able to achieve above 70% accuracy in all cases. This data is meant
to show that the classification accuracy is comparable when the quadrotor
approaches the wall from non-zero yaw.
Yaw Accuracy

Free Wall

0 73.6 92.3
π/2 78.7 81.8
π/4 76.7 100

a room without directly measuring distance to the wall. Sampling
at hover for 5 s also allows us to bin measurements by location.
We can then classify many measurements of force and consider
the fraction of measurements classified as close-to-the wall. If
this fraction is greater than a threshold, we classify the sampling
point as close-to-the-wall. For our experiments, we chose this
fraction to be 0.3 by maximizing the classification accuracy of
sample points and weighting points close-to and far-from the
wall equally.

Fig. 13 illustrates how this mapping might work. Table 2
shows the binned accuracy of the classification scheme over 25
flights. Overall, it shows that the algorithm is capable of detect-
ing proximity with consistently higher accuracy than free flight.
This is likely due to the fact that the forces caused by the wall
effect are so small that they can be felt during regular flight,
and are most exaggerated near the wall. The result is that the
quadrotor sometimes experiences random disturbances that are
similar to those characteristic of being close to the wall in free
flight, but almost always measures these forces close to the wall.
This has the practical advantage of being most accurate when the
consequences of crashing into the wall are highest.

8.2. Fan tracking

The experimental setup for our fan tracking experiment in-
volved moving a 0.3m house fan approximately 2.3m from the
quadrotor. Fig. 14(a) shows the quadrotor finding the center of
the fan after it is turned on (at about 2 s). Fig. 14(b) shows the
quadrotor tracking the fan as it is moved on a cart moved by
hand. For this purpose, it is not necessary that our estimator give
the true aerodynamic torque, but rather that measurements are
repeatable as a function of position relative to the fan. This is the
case for all of the interactions we have shown so far.

For the step response in Fig. 14(a) the quadrotor was com-
manded to start at y = 0.8m and then the fan was turned
on to allow the admittance controller to guide the quadrotor to
the center of the fan. The fan is turned on just after 2 s, and
the vehicle converges to within 0.2m. This is the region where
the magnitude of the torque is less than 0.1 Nm, which is the
threshold used for the admittance controller. We thus achieve our
objective of tracking the center of the fan.

Fig. 14(b) shows the quadrotor tracking a moving fan. This
experiment shows the quadrotor lagging about 0.5m from the
center of the fan. Referring to Fig. 10, this corresponds to the

Fig. 13. Wall proximity detection results for a quadrotor navigating a series of
waypoints. The vehicle hovers at each waypoint (indicated by markers) for 5 s.
Waypoints are labeled with the result of the binned classification. The shaded
gray area represents the area considered close-to-the-wall. Classification errors
are most common at the boundary of the ‘close to wall’ area. As a result, the
classification can be used for wall detection for a quadrotor slowly exploring
the space by hovering at discrete waypoints.

maximum value of τ e
z , where the admittance controller would

be most attracted to the center of the fan. This is sufficient to
meet our objective of having the quadrotor track the fan since
we have already shown that the admittance controller can guide
the quadrotor to the fan up to 0.8m from the fan axis.

8.3. Downwash avoidance

We tested our downwash avoidance strategy in the worst case
scenario, namely: when the quadrotor experiences the maximum
duration and intensity of downwash forces as it flies through
the center of the downwash region. Fig. 15 shows the proposed
algorithm acting when the lower quadrotor is set on a path
moving at just 0.25m/s and passing directly below the upper
quadrotor. The dotted line shows that the quadrotor is normally
incapable of passing through the downwash region under these
conditions. It is pushed down to the floor – losing 1.0m of
altitude – and the experiment is terminated. The solid line shows
the quadrotor enabled with downwash avoidance as it detects
and passes through the downwash, loosing just 0.30m of alti-
tude. Note that, by comparison, the quadrotor without downwash
avoidance saturated its control inputs many times while in the
downwash. This suggests that, due to the physical limitations
of the platform, flying in the downwash stream would be very
challenging for any controller, even one equipped with special
knowledge of downwash (such as the one proposed in [7]). We
have presented a downwash avoidance that works when payload
restrictions and/or lack of modular hardware capabilities prevent
the addition of specialized sensors, as is the case with most
modestly-priced commercial quadrotors.

9. Conclusion

In conclusion, this paper has presented an algorithm to es-
timate external forces and torques acting on a quadrotor. We
have shown that our algorithm can adequately handle noisy
measurements, and serve as a basis for reacting to aerodynamic
disturbances without relying on specialized knowledge of the
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Fig. 14. Step response of the admittance controller (a), and the quadrotor
tracking a moving fan (b). In both cases, the fan is about 2.3m away. For the
step response, the quadrotor was commanded to start at y = 0.8m and the fan
was turned after 2 s. For the second experiment, the fan is moved by hand from
one end of the room to the other. For both cases, the fan is pointed along the
x-axis.

underlying dynamics of the disturbance, the aerodynamic prop-
erties of the quadrotor, or on specialized sensors for measuring
wind speed. In addition, we have demonstrated through a set
of experiments how the force estimate may be used in con-
junction with machine learning or an admittance controller to
enable a quadrotor to respond to a variety of tasks including
wall detection, holding position relative to a wind source, and
avoiding downwash. We encourage the reader to view a video of
our experiments available at: https://www.youtube.com/watch?
v=x0RL7Jh6F9s.

In general, our algorithm works well in cases where the exter-
nal forces and torques acting on the quadrotor are large relative
to other random disturbances acting on the vehicle. This makes
tasks such as tracking a fan and avoiding downwash relatively

Fig. 15. Force-based downwash detection and avoidance. The colored lines
show the x, z, and desired x position of the quadrotor. The solid lines show
the quadrotor passing below the other with the downwash avoidance strategy
enabled, the dotted lines show these values without it. The upper quadrotor is
2m above the ground and 1m above the lower quadrotor. A z-error of −1.0m
means the lower quadrotor is in contact with the ground, which happens at
20 s for the quadrotor without downwash avoidance enabled. The jumps in
the desired trajectory correspond to the avoidance strategy being triggered. The
algorithm with downwash avoidance enabled recovers from a false trigger and
guides the lower quadrotor safely to the other side of the downwash. (For
interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)

easy compared to detecting proximity to the wall, which is far
more sensitive to random disturbances and calibration accuracy.

As future work, we hope to explore the use of external force
estimates to localize within a measurable force field. We would
also like to examine using this approach as a basis for physically
interactive human–robot tasks, and believe our approach may
be useful for other types of control and interaction techniques
available in the literature.
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