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Problem 1 25%

Consider the following function f(x):

Please write your answers in the provided boxes.

a) Choose the constant ¢ such that f(z) is a valid probability density function for the con-
tinuous random variable x.

CcC =

b) Determine the expected value E[z] for the given probability density function f(x).

E[z] =

Please circle either ‘Yes’ or ‘No’ in the questions below.

The following statements refer to the given probability density function f(x).
c)  The expected value is the maximum likelihood estimate.

Yes No

d) The variance Var(x) is less than 1.

Yes No

e)  The variance Var(x — 0.5) = Var(x).
Yes No
Note: For questions c)-e) you get: +5 % for a correct answer, -5 % for an incorrect answer

and 0 % for no answer. If you change your mind, please cross out all options (‘Yes’ and ‘No’)
and write either ‘Yes” or ‘No’ alongside, or leave it blank.
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Solution 1

a)

b)

d)

c=1.

In order for f(x) to be a valid probability density function, the following property has to

be satisfied: -
/ flz)dx=1.

That is, the constant ¢ has to be chosen such that the area under the given function f(z)
is unity. By symmetry,

0 0.5
| t@de=1 [ @) de = 4 Auimge = 1= 1,
—00 0

where the area of the four triangles 4 A jangle Tesult in a rectangle with side lengths of ¢
and 1. Thus, the constant c¢ is chosen to be ¢ = 1.

E[x] =1.

Intuitively, the expected value can be obtained by viewing the probability density function
f(z) as a continuous mass distribution along a line and determining the corresponding
center of mass.

When applying the definition of the expected value,

the symmetry of the given function f(z) can be exploited by shifting the function to the
left and introducing £ = x — 1,

2
E|z] = d
o= | 2r@)dr
1 1 1
- [ervrernie= [ eq@acr [ gede=0+1-1,
-1 ~1 ~1
where g(§) = f(§ + 1) represents the left-shifted function. We use the fact that & g(&) is

an odd function and )
/ a(ede=1

was calculated in part a).

No.

The maximum likelihood estimate is given by
Ty = argmax f(z) = {0.5, 1.5},
x

whereas the expected value E[z] = 1.

Yes.

In the scalar case, the variance is defined as

Var(z) = E[(z — 7)7],
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where Z = E[z]. For the given probability density function, that is

2 2
= xr — 2 T X T Tr = I = .
Var<z>—/0< <11) f(z)d s/o f(z)dz = Elz] = 1

Note that the two cases, z = 0 and = = 2, where (z — 1)? = 1, have no contribution since
f(0) = f(2) = 0. Thus, the variance Var(x) is strictly smaller than 1.

Yes.

For any constant value b, the following relation holds:
Elzx —b]=E[z] - (law of the unconscious statistician) .

Thus,

Var(z —b) = E [(x —b— (Elz] - b))Q] =E [(x — E[ac])z] = Var(z).
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Problem 2 25%
Please circle either ‘Yes’ or ‘No’ in the following questions.

Consider the joint probability density function f(x,y) for the continuous random variables x
and y:
fla,y) =62y,  @,yel0,1].

a)  The probability density function of z is f(x) = z2.

Yes No

b)  The cumulative distribution function of y is F(y) = y?.

Yes No

c) The random variables z and y are independent.

Yes No

d) The conditional probability density function of x conditioned on y is f(x|y) = .

Yes No

e) The probability of x <1 and y < 0.5is Pr(z <1,y <0.5) = 0.25.
Yes No
Note: For each question you get: +5 % for a correct answer, -5 % for an incorrect answer and

0 % for no answer. If you change your mind, please cross out all options (‘Yes” and ‘No’) and
write either ‘Yes’ or ‘No’ alongside, or leave it blank.
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Solution 2

a) No.

The desired probability density function f(z) is obtained by marginalization of the joint
probability density function f(z,y),

') 1
fmwa/ f@wﬂy:[;ﬂawdy:&ﬁ. (1)

b) Yes.

Similar to a), we calculate

[e’) 1
ﬂwi[fwwM—Afmww—%. (2)

The cumulative distribution function F'(y) is given by
Vo o
Fo) = [ f@di=s  yeloal. 3)

c) Yes.

The random variables  and y are said to be independent if
f@y) = fl)f(y).-
With (1) and (2), the independence for the given function f(z,y) is shown,
fl@)f(y) = 32% - 2y = 62%y = f(z,y).

d) No.

Because of the independence of x and y shown above, we obtain
flaly) = f(z) = 32%.

e) Yes.
Recalling the independence of z and y, Equation (3) and z,y € [0, 1], we get

Pr(z <1,y <0.5) = F,,(1,0.5) = Fy(1)F,(0.5) = 1- (0.5)* = 0.25.
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Problem 3 25%

A bag contains twelve coins: four coins are fair, six coins are biased and show tails with a
probability 2/3, and two coins are two-headed. A coin is chosen at random from the bag. The
coin is tossed. It happens to be heads.

What is the probability that the chosen coin was a two-headed one?

Solution 3

We introduce the random variable = € {r,b,w} representing the outcome of choosing a coin at
random from the bag. A fair coin is denoted by r, a biased coin by b, and w denotes a two-headed
coin. The probabilities are as follows:

A second random variable y € {h,t} is introduced representing the outcome of flipping a coin,
which can be either heads, y = h, or tails, y = t. When tossing the previously chosen coin, the
conditional probabilities of obtaining heads are

1 1
fy\x(hlr) = 57 fy\x(h‘w = ga fy|x(h’w) =1.
Bayes Theorem yields the desired value,

_ FyelBlw) fulw)
O

where

with the total probability theorem. Given the numerical values above, we get

fap(wlh) = 3.

Note that fx\y(wm) = fx|y(b|h) = fx\y(ﬂh)
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Problem 4 25%

Consider the following estimation problem: an object B moves randomly on a circle with
radius 1. From a given observation point P at location x = L, the angle ¢ can be measured,
which describes the angle from the horizontal line to the line segment connecting P and B, see
Figure 1. The goal is to estimate the location of the object B.

Figure 1

a) The object B can only move in discrete steps. The object’s location at time k is given by
xz(k) € {0,1,..., N — 1}, where

The angle 0(k) is in degrees. The dynamics are
z(k) = mod (z(k—1)+v(k), N), k=1,2,....

with v(k) € {—1,0,1}. The object B moves clockwise, v(k) = —1, with probability p, it
moves counter-clockwise, v(k) = 1, with probability p, and stays at its location, v(k) = 0,
with probability (1 —2p), p < 0.5.

Note that mod (N, N) =0 and mod (-1, N)=N —1.

Determine the conditional probability density function f(z(k)|xz(k —1)).

b)  The angle sensor sitting at point P returns a measurement z of the angle ¢ corrupted by
an additive noise w, that is

z=¢+w.
The sensor noise w has the following probability density function:
1(1—1—%10) for —2<w<0
(1—%10) for 0<w<2
0 otherwise .

N[

flw) =

The angle ¢ and the noise w are in degrees.

e Write ¢ as a function of 6.

e Determine the conditional probability density function f(z|6).
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Solution 4

a)

b)

The conditional probability f(z(k)|x(k—1)) is directly derived from the object’s dynamics,

D if z(k)= mod (z(k—1)+1,N)
(

o= |7, 2 i
0 otherwise .

The position of object B is given by its coordinates (zp,yp), which can be expressed in
terms of 6,
rg = cosb, yp = sinb.

For the angle ¢, the following relation is derived

YB sin ¢
t = = .
an ¢ L—xzg L —cost

Thus,

sin ¢
= arct L
¢ = arctan <L—cos€>
= h(0),

where the abbreviation h(-) is used in the following derivations.

Given the angle 8, the conditional probability density function of z can be determined
using the relationship
w=z—¢=z—h(0)

and the given probability distribution of w, resulting in
%(1 +3(2— h(@))) for —2<z—h(0) <0
f(210) =

D=

(1— %(z—h(@))) for  0<z—h(0) <2

0 otherwise .



