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Notes:

• Notation: A scalar valued normally distributed random variable x with mean µ and
variance σ2 is denoted by x ∼ N (µ, σ2); a vector valued normally distributed random
variable x with mean µ and covariance matrix Σ is denoted by x ∼ N (µ,Σ).

• Please report any error that you may find to the teaching assistants (strimpe@ethz.ch or
aschoellig@ethz.ch).



Problem Set

Problem 1

In class it was shown that for two scalar independent random variables x ∼ N (µx, σ
2
x), y ∼

N (µy, σ
2
y), and z := x+ y,
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]
,

where ∝ means proportional. Show that ξ(x, z) can be written as follows:

ξ(x, z) = a
(
x− (b+ cz)

)2
+ d(z − e)2 + f,

with real coefficients a, b, c, d, e, f and, in particular, a > 0, d > 0.

Problem 2

Using the notation and the result of Problem 1, it was shown in class that

fz(z) ∝
∫ ∞

−∞
exp
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2
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)2)
exp

(
− d

2
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)
dx. (1)

Prove that (1) implies

fz(z) ∝ exp
(
− d

2
(z − e)2

)
.

Problem 3

For x ∼ N (µx, σ
2
x), y ∼ N (µy, σ

2
y), and z = x + y, it was shown in class (using the results of

Problem 1 and 2) that z is a Gaussian random variable, i.e. z ∼ N (µz, σ
2
z). Compute µz and σz

from µx, µy, σx, and σy.

Problem 4

For the linear discrete-time system

x(k) = A(k)x(k−1) +B(k)u(k) + v(k)

z(k) = H(k)x(k) + w(k),

with v(k) ∼ N (0, Q(k)) and w(k) ∼ N (0, R(k)) and {x(0), v(1), . . . , v(k), w(1), . . . , w(k)} inde-
pendent, derive the equations of the prediction step (S1) of the Kalman filter,

x̂(k|k−1) = A(k)x̂(k−1|k−1) +B(k)u(k)

P (k|k−1) = A(k)P (k−1|k−1)AT (k) +Q(k),

where the notation used was introduced in class.
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Problem 5

a) (optional) Prove the matrix inversion lemma: If A,D, andD−1+CA−1B are nonsingular,
then A+BDC is nonsingular and

(A+BDC)−1 = A−1 −A−1B(D−1 + CA−1B)−1CA−1.

b) Using the matrix inversion lemma, prove the alternate form of the Kalman filter measure-
ment update equations (S2) that have been introduced in class:

K(k) = P (k|k−1)HT(k)
(
H(k)P (k|k−1)HT(k) +R(k)

)−1

x̂(k|k) = x̂(k|k−1) +K(k)
(
z(k)−H(k)x̂(k|k−1)

)
P (k|k) =

(
I −K(k)H(k)

)
P (k|k−1)

(
I −K(k)H(k)

)T
+K(k)R(k)KT (k).

Problem 6

Show that the covariance matrix P∞ = limk→∞ P (k|k−1) of the steady state Kalman filter
satisfies the discrete algebraic Riccati equation (DARE)

P∞ = AP∞AT −AP∞HT
(
HP∞HT +R

)−1
HP∞AT +Q.

Problem 7

A radioactive particle mass has a half-life of τ seconds. At each time step the number of emitted
particles x is half of what it was one time step ago, but there is some error v(k) (zero-mean
with variance Q) in the number of emitted particles due to background radiation. At each time
step, the number of emitted particles is counted. The instrument used to count the number of
emitted particles has a random error at time k of w(k), which is zero-mean with a variance R.
Assume that v(k) and w(k) are uncorrelated.

a) Write the linear system equations for this system.

b) Design a Kalman filter to estimate the number of emitted particles at each time step.

c) What is the steady-state Kalman gain K when Q = R? What is the steady-state Kalman
gain when Q = 2R? Give an intuitive explanation for why the steady-state gain changes
the way it does when the ratio of Q to R changes.

Problem 8

Suppose that you have a fish tank with xp piranhas and xg guppies. Once per week, you put
guppy food into the tank (which the piranhas do not eat). Each week the piranhas eat some of the
guppies. The birth rate of the piranhas is proportional to the guppy population, and the death
rate of the piranhas is proportional to their own population (due to overcrowding). Therefore
xp(k+1) = xp(k)+k1xg(k)−k2xp(k)+vp(k), where k1 and k2 are proportionality constants and
vp(k) is white noise with a variance of one that accounts for mismodeling. The birth rate of the
guppies is proportional to the food supply u, and the death rate of the guppies is proportional
to the piranha population. Therefore, xg(k + 1) = xg(k) + u(k) − k3xp(k) + vg(k), where k3
is a proportionality constant and vg(k) is white noise with a variance of one that accounts for
mismodeling. The step size for this model is one week. Every week, you count the piranhas and
guppies. You can count the piranhas accurately because they are so large, but your guppy count
has zero-mean noise with a variance of one. Assume that k1 = 1 and k2 = k3 = 1/2.
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a) Generate a linear state-space model for this system.

b) Suppose that at the initial time you have a perfect count for xp and xg. Using a Kalman
filter to estimate the guppy population, what is the variance of your guppy population
estimate after one week? What is the variance after two weeks?

c) What is the ratio of the expected piranha population to the expected guppy population
when they reach steady state?
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