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Problem 1 25%

Consider the system equation 3
Thi1 = [io(Tp, Tr—g, ),

and the cost

N-1

an(EN) + D G (Fks Tms, k).

k=0
Reformulate this problem in the form of the basic problem that can directly be solved with the
Dynamic Programming Algorithm, that is bring the problem in the form

Ti1 = [ (@n, ur),
with the cost
Nf

gN (JIN) + Ik (wk,uk)
k=0

—



Quiz 1 — Dynamic Programming & Optimal Control Page 3

Solution 1

Introducing the new state variable

T1k Ty
Tp = |Tok| = |Tr-1]|,
T3k Tp_2

and the input variable ui := Uz, we can rewrite the system equation

Ti+1 Fo(@n, Tro, k) Fe(@1m 23,0, wr)
Tpp1:i= | T | = Ty, = Tk =: fi(k, ur)- (1)
Trp—1 Th—1 T2k
The cost becomes
N-1 N-1
an(Zn) + Gk (Zhs T2, W) = g (zna) + i (%1, T3 e, Uk )
k=0 k=0
N-1
=gn(zn) + ) ge(@k, we), (2)
k=0

where we defined gn (xN) = gn (LULN) and g (xk, uk) = gk (:clyk, 3k, uk) The system equation
(1) and the cost (2) are in the desired form of the basic problem.
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Problem 2 25%

Consider the cost g at stage k:
— .2 2
9 (@, U, wi) = Tf + 2Tpupwy + 2w,
and the conditional probability distribution for wy

P(wy, = 0|z, =0) =
P(wg = 1|z, =0) =

Plwp = -1z =1) =
Pwg =0|zp, =1) =
Plwgp =1z =1) =

NI N[
Wl N[ O]

Given the state zp = 1 and the input u; = 2, compute the expected value

E (gr(w, up, wy)).

Wk
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Solution 2

In general, the expected value of a function f(-) of a discrete random variable W that takes the
discrete values wi,ws, ..., wy with probability distribution P(wj;|zy) conditioned on zj is

N
E(f(W)) = Zf(wi)P<'wi’$k)~

For the given problem, since x; = 1 is given, the expected value of g is

3
E (g (zr, ur,wr)) = Y gi(wr = 1ug = 2,w;) P(wilzy, = 1)
=1

1 1 1

(12 42-1-2-(=1) +2- (-1)?)

+ o~

(12 +2-1-2-0+2-0%

+
DI W~ N -

(1P+2-1-2-1+2-1%)

L1,
2 3

w| o
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Problem 3 50%

Consider the dynamic system
Tht1 = Tk + Uk, zk, up € R,
with initial state x¢. The cost function, to be minimized, is given by

2 2 2
5 + upg + uj.

Apply the Dynamic Programming algorithm to find the optimal control policy u;, = uj (vx), k =
0,1, for the following two cases:

a)  no constraints on wuy.

b)  wuy can only take the values 1 and —1.
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Solution 3

The optimal control problem is considered over a time horizon N = 2 and the cost, to be
minimized, is defined by

a)

g2(x2) = x% and i (Tk, ug, wi) = u%, k=0,1.

With ur € R and no further constraints, the DP algorithm proceeds as follows:

2nd stage:

3

JQ(ZL‘Q)

1st stage:

J1(z1) = min [u% + J2($2):| = min [u% + (z1 4 uy)?
(751 ui

Li(z1,u1)
Since u; is continuous, the minimizing input is found by

oL 1
a—ui:2m+2(:c1+u1)40 = u1:—§x1.

9%L,
Bu%

The sufficient condition > 0 is satisfied. Therefore,

* * 1
= u1($1)2u1:—§x1 vV eR,
1

= Jl(:Cl) = il’% .

Oth stage:

1
Jo(zp) = min [ug +J (ml)} = min {u% + B (20 + ug)?
uo uo

Lo(zo,u0)
Again, since ug is continuous, the minimizing input is found by

OL 1
6712)):2UO+(1‘0+UQ)£0 = U():—gfvo.

0%Lg
aug

The sufficient condition > ( is satisfied. Therefore,

* * 1
= uo(mo):u0:—§x0 Vzg €R,

1
= Jo(xo) = gﬂf% .
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b)

For the constrained set uy € {—1, 1}, the DP algorithm results in:

2nd stage:

Jo(xe) = CC%

1st stage:
Ji(z1) = I%in [u% + (z1 + ul)ﬂ =1+ quLin |:(l‘1 + ul)ﬂ
1 1
=24 x% + 2 - min [xlul]
ul
Depending on the sign of z1,

sgn (z1) = 1 for 21 >0
BT = 21 for x1 <0,

the minimizing input uj is found as

= i (r1) = uj = —sgn(x1) Vi eR,
= Ji(@) =14+ (1—|=])* =2+ —2|a1] .

Oth stage:

Jo(ao) = min |1+ Ji(21)| = min |ud + 14 (1 = foo + uo)?
0 0
— 2 4 min [(1 ~Jao + uol)g]
U
:4+x%+2‘nlltin [xouo - ‘xo—i-uou
0
Distinguishing the cases zg < —1, —1 < x¢ < 1 and x¢ > 1, yields
1 for zg< -1
po (ko) =ug=4q £1 for —1<zr<1

—1 for xog>1.

In short, one optimal solution is
= pg (xo) = upy = —sgn(xo) Vo €R,

2+:1:(2) for —1<z9<1
6+ 22 — 4|xg| otherwise.

= Jo(zo) = {



