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Problem 1 20%
Given is the following system equation

Tt = T + 234y — T3 + 3U — Up—1 + Wk Uk Ty,
with zg, ug, wr € R and wi ~ P( - | xg, ug).

To apply the Dynamic Programming algorithm, the system must be reformulated into the basic
problem format: )
Tpr1 = fe(Tk, ur, wr)

with T = [Zp1,. .. ,;Ek,m]T € R™ being the augmented state.

a)  What dimension m does the augmented state &j have?

b)  Please circle the correct representation of the augmented state Zy.

- . — [ T 1 i T 1
k
~ xT ~ ~ T_—92 ~ Tl—1
T = F T = |Tk—2 T = k T = k
Uk LTk—3 T—2
k=3 U1 Tk—3
[z | [z ] [z ] [ xp ]
T—2 Tr_1 T2 Th_1
Tk = |Tgp—3 T = |Tp—2 Tk = [Tgp—3 Ty = |Tp—2
Uk Lk—3 Ug TE—3
| Uk—1] | Uk—1 ] | Uk—1 ] | Uk
_ _ _ _ M x|
— - —- - Tk Tk k
X X Tl_
xkkl xkka Th-2 Tkl x: ;
- N - | T3 N -
Tk = [Tp—2 I = |Tp—3 I = g I = Ths Tk = |Tp—3
Tk—-3 Uk—1 Ug
Ug—1 W Hh i Ug—1
- - - | wg | K w;

c) Rewrite the given system in the form zp1; = fk(ijk,uk,wk) using the augmented state
T = [Trase s Tom) T
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Solution 1

Tk,
Tk,2
Tk,3
Tk
Tk,5

Ty 4 28} g — Tpa + 3uf — Tps + Wruple

a) b
Tk
Th—1
b) Iy = |72
Tk—3
Uk—1
C) Tpp1 =

Tk,

Tk,2

Tg3
Uk
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Problem 2 80%
Consider the system
Th+1 = Tk + Uk + Wk, k=0,1,

with initial state xg = 0. The disturbance w;, takes values —1 and 1 with equal probability. The
cost for the above system is given by

(29 — 23)* + (21 — 2})* +ud +ud
with 27 = 2 and 25 = 1.
a)  Assume a discrete input ug, ux € {—1,0,1} for £ =0, 1:

i)  Find all states xj that can be reached from xg = 0 in stage 1 (k = 1) and in stage 2
(k=2).

ii)  Calculate the optimal cost-to-go Jy(zo) and the optimal policy {ug(zo), pi(x1)}-

iii) ~ Will the optimal policy be affected by adding (zo — x§)?, xf = 1, to the cost? If so,
how?

b)  Assume a continuous input ug, ug € [—1,1] for £ =0, 1:

i)  Calculate the optimal cost-to-go Ji(x;) and the optimal policy pj(x1) for
2 =21, 2.
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Solution 2

a) Discrete input case:

i)  State evolution for k =1 and 2:
For k=1 and zo = 0,

{up=Lwy=1} = =z =2
{up=0,wg=1} = x1=1
{up=1wg=—-1}or{ug=-1l,wp=1} = x,=0
{up =0,wg=-1} = x;1=-1
{up=-1l,wo=-1} = x3=-2

Similarly for k& = 2,

T = = x9€{4,3,2,1,0}

s1=1 = 22€{3,21,0,—1}

21=0 = ap€{21,0,—1,-2}
z1=-1 = ape{1,0,—-1,-2,-3}
p1=-2 = mye{0,-1,-2,-3 —4}.

This implies:
x1 €4{2,1,0,—1,-2} and 22 € {4,3,2,1,0,—1,—2, -3, —4}.
ii)  Optimal cost-to-go and the optimal policy:
Calculate the terminal cost Jo(z2) = (22 — x%)?, for all possible states at k = 2.

J2(4) =9 J2(3) =4 J2(2) =1
J2(1) =0 J2(0) =1 Jo(—1) =4
Jo(~2) =9 Jo(~3) = 16 Jo(—4) = 25.

Now, using the the Dynamic Programming Algorithm for k = 1,

Ji(x1) = ule?zifo,l} E{(m —z)? +ud + Jo (@1 +ur + wl)}a
gives
Ji(2) =2 with pj(2)=0o0r —1,
Ji(1) =2 with pj(1) =0,
J1(0) =6 with uj(0)=0or 1,
Ji(=1) =12 with pi(=1) =1,
Ji(=2) =22 with pi(-2) =L

Similarly, using the the Dynamic Programming Algorithm for k = 0,
J = i E{ 5+ Ji(zo +uo + },
olwo) =~ min . B 1 (w0 + uo + wo)
gives

Jo(0) =5 with p5(2) = 1.
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iii)  Effect of adding (zo — x§)%: There won’t be any effect on the optimal policy since it
is a fixed constant value.

b)  Continuous input case where uy, € [—1,1] for k£ =0, 1:

i) Optimal cost-to-go and the optimal policy for 1 = 2,1,and — 2
Terminal cost: (zo — x5)% = Ja(12)
Now, using the the Dynamic Programming Algorithm for & = 1 gives

Ji(z1) = giq : B, {(x1 — 27)? + w3 + Jo(21 + uy +w1)}
ul -4
=  min {(z; —2})?+ud +0.5(xy +us + 1 —x3)?
ule[fl,l}

—|—0.5($1 +up —1— 1‘;)2} (1)

Since u? in (1) has a positive coefficient, the minimization can be done by setting

the derivative with respect to u; to zero.
0 = 4uy + 2x1 — 225.

This implies,
x5 — X1
2
Now, for 1 = 2 and 1 a straight forward substitution yields,

p(z1) =

,Uf{(l‘l = 2) =-0.5 Jl(:L‘l = 2) =15
,Uf{(l‘lzl)zo J1(1E1:1):2

For 1 = —2 an additional step is required since uq(z; = —2) = 1.5 is not a feasible
input. Since the function to be minimized in (1) is monotonically decreasing in wu;’s
feasible range [—1,1], p1(x; = —2) = 1 is the feasible minimizer. Finally,

wilzy=-2)=1 = Ji(z1 =-2) =22



